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THE POSSIBILITY OF APPLYING ARTIFICIAL INTELLIGENCE
IN CIVIL PROCEEDINGS
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In the article, the author referred to the possibility of using artificial intelligence in
judicial procedures. For this purpose, first of all, the author revealed the essence of
artificial intelligence algorithms, the advantages and disadvantages of their application,
and identified the possible legal areas in which these algorithms can be applied. The
ability of artificial intelligence algorithms in predicting justice has been discussed in
more detail. At the same time, the article presented the five principles provided by the
European Ethical Charter on the Use of Artificial Intelligence in Judicial Systems and
their Environment adopted by the European Commission for the Efficiency of Justice in
2018, which should have guiding significance in the design and implementation of arti-
ficial intelligence algorithms in judicial procedures.
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Currently, artificial intelligence has become widely used in the world, not
only in the technological field. According to experts, it is capable of creating a
new development of humanity's perspectives or fundamentally changing exist-
ing structures.

To find out the possibility of using artificial intelligence in judicial proce-
dures, first of all, it is necessary to reveal its essence.

Artificial intelligence is a system of algorithms capable of solving such
problems, which usually requires human intelligence and abilities. Artificial
intelligence is formed as a result of the study and analysis of such abilities of
the human brain as teaching, reasoning, and self-improvement. As an outcome
of such research, so-called "intelligent programs and systems" are being devel-
oped. Artificial intelligence can be defined as a system of algorithms that ana-
lyze patterns and features in specific data to draw conclusions.

Experts also widely discuss its advantages and disadvantages. Speed,
availability, reduction of human error, and ability to easily solve repetitive prob-
lems are indicated as advantages. Costliness and the inability to completely
repeat the human creative mind are considered a disadvantage. The fact that the
wide spread of artificial intelligence can lead to unemployment and human in-
difference is also mentioned as a disadvantage.

The rapid spread of artificial intelligence could not get around the legal
sphere, particularly the judiciary.

The initiative for the possibility of using artificial intelligence tools in the
judicial process essentially originated from the private sector, for whose benefi-
ciaries it is a means of reducing legal uncertainty and the unpredictability of
judicial decisions.
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Studying the experience of European countries allows us to identify the
possible legal areas within which artificial intelligence algorithms can be ap-
plied. These include the creation of intelligent search engines for case law,
online dispute resolution, assistance in the development of legal documents,
predictive analytics, classification of contracts, and chatbots, which are de-
signed to inform or assist interested parties in initiating legal processes.

Among the listed, within the framework of this article, reference will be
made to those algorithms of artificial intelligence that are capable of predicting
justice. The purpose of such algorithms is to determine the probability of suc-
cess of a legal dispute in court. The algorithm works based on the analysis of
statistical indicators of previous decisions of courts with similar legal disputes,
comparing them with the actual circumstances of the expected legal dispute'.
The more data the algorithm contains, the more accurate its predictions will be.
The task of the mentioned algorithms is to repeat the conclusions made by the
courts when examining cases with similar facts. This toolkit can not only be
used, for example, by advocates, but it can also be of assistance to judges in
drafting judicial decisions. With these algorithms, it is also possible to calculate
the amount of damages or the amount of alimony to be paid.

Objectively, a question may arise whether artificial intelligence algorithms
can ensure the reasoning behind the court's decision. It is indisputable that the
algorithm is not capable of providing it. This is explained by the fact that the
reasoning of the judicial act itself is a complex process and largely depends on
the discretion of the judge. In particular, it is not possible to make conclusions
in advance without finding out what the circumstances that are important for
solving the legal dispute, which of those facts are proven and which are not,
what legislation should be applied, and how the legal norms to be applied
should be interpreted. With all this in mind, designers of artificial intelligence
algorithms are still content with creating programs that can only predict the
outcome of a case. Referring to the accuracy of such predictions, it should be
noted that a similar study was conducted by the students of the University Col-
lege London (UCL) based on the case law of the European Court of Human
Rights, and the accuracy of the conducted prediction was estimated at 79 per-
cent.

It is worthwhile to discuss the issue of whether artificial intelligence post
factum can interpret the impartiality of the judge delivering a given decision.
Currently, an attempt is being made to design algorithms that analyze the out-
come of certain legal disputes solved by the judge to evaluate his or her behav-
ior. Such an approach, however, has been criticized because this criterion alone
cannot prove that the judge was not impartial when making a judicial act in a
specific case.

No matter how obvious the effectiveness of artificial intelligence algo-
rithms is, their design and operation require certain legal regulations.

It is for this reason that the European Commission for the Efficiency of
Justice (CEPEJ) of the Council of Europe has adopted the European Ethical

! Raffacle Giarda, International: Artificial Intelligence in the administration of justice, Feb-
ruary 19, 2022, https://www.globalcompliancenews.com/2022/02/19/international-artificial-

intelligence-in-the-administration-of-justice310122/
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Charter on the Use of Artificial Intelligence in Judicial Systems and their Envi-
ronment (hereinafter the Charter)’.

The Charter is addressed to stakeholders in the public and private sectors
who are responsible for the design and implementation of artificial intelligence
algorithms designed to ensure the processing of judicial decisions and other
data.

The use of artificial intelligence tools in the judicial system has a purpose
to increase the efficiency and quality of justice. Therefore, such use should be
encouraged. However, fundamental human rights should be taken into account
when implementing artificial intelligence tools.

Processing of judicial decisions and data by artificial intelligence aims to
ensure the predictability of applying of the legal norms and the stability of judi-
cial practice.

Regardless of the circumstances of how artificial intelligence algorithms
will be used in legal proceedings, such use must be carried out transparently,
impartially, and fairly, subject to external and independent expert evaluation.

The Charter has established five principles, according to which the inter-
ested entities of the public and private spheres should implement the design and
operation of artificial intelligence algorithms, as well as the monitoring of this
process.

1. Principle of respect for fundamental rights: ensure that the design
and implementation of artificial intelligence tools and services are com-
patible with fundamental rights:

The first principle requires that the design and operation of artificial intel-
ligence algorithms should be carried out in accordance with fundamental rights
provided by the European Convention on Human Rights and the Convention on
the Protection of Personal Data.

Where artificial intelligence tools are used as a means of resolving legal
disputes or assisting of drafting judicial decisions, it is important that such tools
do not undermine the rights to access to court and fair trial. The use of such a
toolkit should also be carried out, taking into account the principles of the rule
of law and the independence of the judge.

2. Principle of non-discrimination: specifically prevent the develop-
ment or intensification of any discrimination between individuals or groups
of individuals:

Given the ability of these processing methods to reveal existing discrimi-
nation through grouping or classifying data relating to individuals or groups of
individuals, public and private stakeholders must ensure that the methods do not
reproduce or aggravate such discrimination and that they do not lead to deter-
ministic analyses or uses.

3. Principle of quality and security: with regard to the processing of
judicial decisions and data, use certified sources and intangible data with
models conceived in a multi-disciplinary manner in a secure technological
environment:

First of all, this principle implies that representatives of the judiciary, as

2 https://rm.coe.int/ethical-charter-en-for-publication-4-december-2018/16808£699¢
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well as scientists conducting research in the fields of law and other social sci-
ences, should be involved in the process of developing artificial intelligence
programs. It must be ensured that the database of court decisions to be entered
into the system will not be subject to any changes. Artificial intelligence algo-
rithms must be developed in such a way as to ensure their safe operation, which
implies ensuring the integrity of the system and excluding interference.

4. Principle of transparency, impartiality, and fairness: make data
processing methods accessible and understandable, authorize external au-
dits:

This principle is to ensure transparency, impartiality, and fairness. This
principle requires access to and expertise in the methods of designing and con-
ducting artificial intelligence algorithms. Although artificial intelligence is an
object of intellectual property, a reasonable balance must be ensured between
the intellectual property right to specific algorithms and the transparency of
their processing methods (access to their design), impartiality (absence of bias),
fairness (priority must be given to the interests of the judiciary), especially
when such algorithms have legal consequences or directly affect the rights of
individuals.

5. The principle "under user control": precludes a prescriptive ap-
proach and ensures that users are informed actors and in control of their
choices:

First of all, it requires the awareness of artificial intelligence users. Users
must be informed in a clear and accessible manner about the artificial intelli-
gence systems, their performance, the possibility of error, the nature of the pro-
posed decisions, their binding or non-binding consequences, other methods of
dispute resolution, or the right to access to the court.

The representatives of the judicial authority should have the opportunity at
any time to check the database as a result of the processing of which a certain
solution is proposed by the artificial intelligence, and also, depending on the
circumstances of the specific case, they should have the opportunity to ignore
the proposed solutions.

Discussing the possibility of applying artificial intelligence algorithms in
domestic civil proceedings, it should be noted that despite the large penetration
of digital technologies into the RA judicial system, artificial intelligence algo-
rithms are still not applicable in civil proceedings. Perhaps the only manifesta-
tion of their use can be considered the special computer program for the distri-
bution of cases among judges, which makes a specific conclusion about the
distribution of court cases based on the analysis of certain data patterns and
features.

Taking into account the advantages of using artificial intelligence algo-
rithms, it is necessary to discuss the issue of which civil procedure structures
are possible to launch and in what manner.

As already mentioned, the algorithm works in the way of carrying out cer-
tain comparisons. Therefore, it is possible to solve such civil procedure ques-
tions that require comparisons between the contents of the procedural docu-
ments and/or attached documents on the one hand and the conditions mentioned
in the disposition of the legal provision on the other hand. It is important to
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mention that such conditions should not give rise to different interpretations.

The above mentioned application of artificial intelligence algorithms is
possible when solving the issue of admissibility of electronically submitted
claims, applications, appeals, and cassation appeals.

In particular, according to Article 100 of the RA Civil Procedure Code:

1. The documents provided in the same code (claim, application, com-
plaint, response to the claim, petition, etc.) can be submitted according to the
law and in the order established by the Supreme Judicial Council.

2. The documents attached to the documents submitted electronically are
submitted electronically in a scanned version, and in case of the need to pay the
state duty, it is paid through the electronic system of state payments (www.e-
payments.am).

3. The simple power of attorney signed with an electronic signature is at-
tached to the documents submitted electronically, and the power of attorney
with notarization is attached in the form of a copy, with the reflection of the
password that enables the court to check its authenticity online or an electronic
original.

In case of the possibility of submission of claims, applications, and com-
plaints electronically, the program can be designed and operated in such a way
that in case of non-compliance with the content of the mentioned documents
and/or the attached documents, the requirements presented by law are not ob-
served, the program automatically returns it to the addressee. Objectively, a
question may arise as to whether the program can make such a conclusion re-
garding all content elements. Thus, for example, such content elements that
refer to the name of the court, the persons participating in the case, passport data
or state registration number, registration or notification address, and the list of
attached documents do not need any additional comments, these conditions are
either present in the mentioned procedural documents, or not, or they are pre-
sented incompletely. Therefore, taking into account the current capabilities of
artificial intelligence algorithms, it can be confidently asserted that the dis-
cussed content defects can not only be raised by the program, but also the appli-
cation of the corresponding procedural consequence is possible. Regarding the
documents attached to claims, applications, and complaints, without any excep-
tion, the algorithm must be able to check not only their existence but also, in
individual cases, compliance with the requirements presented to them.

Artificial intelligence algorithms are also capable of analyzing patterns and
characteristics of certain data to draw conclusions. Therefore, through artificial
intelligence, it is possible to provide a solution to civil procedural issues that
require comparisons between the facts of the case and the previous decisions of
the courts. The more data the algorithm contains, the more accurate its predic-
tions will be. According to that, the use of artificial intelligence algorithms can
possibly be considered when solving the issue of admissibility of appeals on a
point of law as well.

One of the requirements for the content of appeals on a point of law is the
existence of a ground for accepting the appeal and its justification. In all cases
when the appeal on the point of law is brought on the ground of the uniform
application of the law and other normative legal acts, the Court of Cassation
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must find out the existence of a conflicting interpretation when deciding the
admissibility of such appeal. Meanwhile, with the availability of a suitable da-
tabase and the introduction of intelligent search systems, this contradiction can
be raised by artificial intelligence. Moreover, the algorithm can be designed in
such a way that, for example, in relation to the norm indicated in the appealed
judicial act, it not only brings up the judicial act indicated by the appealed per-
son and the possible conflict with it but also all the possible judicial practice in
connection with it, thus also providing the Court of Cassation to reveal the exis-
tence of contradictory judicial practice, why not also in the cassation proceed-
ings, and to fulfill its constitutional function.

The algorithm can also be designed to make predictive inferences about
the resolution of the dispute. Although such conclusions may have a purely
advisory nature, they can greatly contribute to reducing the workload of the
courts. Therefore, artificial intelligence algorithms can be used to determine the
possible outcome of a court case. Thus, for example, part 1 of Article 297 of the
Civil Procedure Code of the Republic of Armenia stipulates that claims for con-
fiscation of an amount not exceeding AMD 5,000,000 are examined by the
court of first instance in a simplified procedure. The study of judicial practice
shows that the above-mentioned claims arise from similar legal disputes, have
repeated facts, and do not contain any serious legal disputes. Moreover, as a
rule, the final judicial act held in the framework of the discussed proceedings
does not have a reasoning part by force of law, taking into account the excep-
tions provided by the RA Civil Procedure Code.

The above-mentioned proves that in the case of the examination of claims
provided for in Article 297, Part 1 of the RA Civil Procedure Code, artificial
intelligence algorithms can not only predict the possible outcome of the dispute,
which will be carried out based on the factual circumstances of the claim to be
examined, following the practice of courts in disputes with similar factual cir-
cumstances in the past but also in case of satisfying the claim (if no objection
was submitted and/or the claim is satisfied in full) they can develop the draft of
the final judicial act automatically. It should be kept in mind that the mentioned
prediction will have only an advisory nature, and the court should have full
discretion to disagree with the predicted solution.

UTIvEL NUNULSUV - Uphkunwlwi pubwwinippul jhpwodwd hiw-
punpmipinilp punupwghwlwh puinwywpmpinibnid — ZnnJwuénid hbnh-
twljit winpunupdl] B pgumnujupului ptpugujupgbipnid wphbutnwlub
pubtwljuinipjutt jhpundwt htwpwynpoipjuip: Upn byunwlng twp b
wnwy pugwinph] E wphbunwljuwb putwujutnipjut wignphpdutph tnipintiap,
npuig Jhpundwt wnwybnipmniuubpp b phpnipnibtbpp, wewbdtwugpty
wyt htwpwynp hpwduwlwb njnpnikpp, npnbg opowtwljubpnid Yupnn Gu Yh-
punyl] wyny wygnphpdubpp: Unwyl] dwbpudwut putwpduwt wnlw k gup-
k] wphbunuwljut putwljwinipjut wignphpdubph ntbwlnipmniut wppupu-
nuunipjubt juthuwntudwt hwupgnid: Uhudwdwbwl hnpduénud ukpljujwg-
k) Eu Uppuwpunuinmpjut wpynibwdbnnipjut bypnyuljut hwtdbwdnnn-
Jh Ynnuhg 2018 puljuhtt punnibtdws twnuju hwdwjupgbpnid b hwpw-
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Yhg dhowuwnnmd wphbunuljub putwjuinipjut oginugnpédwt Jhpupkp-
w] Bpnywlut Ephjujwt hupnhwny twpwnbudws wyh hhig uljqpniup-
ubipp, npnup muynnpnnn ywbwlnipmnit yhwnp E ntubtwt nunudupuljub pi-
puguupgbpnid wphbunwlwt putwjwinipjut wgnphpdubph twpow-
géuwt b gnpdwpldw hwpghpnud:

Pwiunh punbkp — wphbunwlwl pululwinipmndl, wignpppd, punujupalui
plhpugulupg, ulgrniip, fuupnpw, Jubpnunbkulh wppupununnyeintl

AIIXEH KAPCJISIH — Bo3moscHocmb npumeHeHus UCKyCcCmeeHHo20 unmei-
JIeKma 6 zpaxcoanckom npouyecce. — B cratbe aBTOp CCBIIACTCS Ha BO3MOXKHOCTB,
UCIIOJIb30BAaHUE HCKYCCTBEHHOTO HWHTEIUICKTa B CYAEOHBIX mporeccax. Jlns 3roro,
MpEeXIe BCEro, aBTOP PAaCKPbUI CYIIHOCTh QJITOPUTMOB MCKYCCTBEHHOI'O WHTEIICKTA,
MPEUMYIIECTBA U HEIOCTATKU UX MPUMEHCHHUS, a TAKKe 0003HAYMII BO3MOXKHBIE TPABO-
BBbIC C()ephl, B paMKaX KOTOPBIX 3TH aJTOPUTMBI MOT'YT MPUMEHATHCS. MICKYCCTBCHHBIM
MHTEJUICKT CTall MPEIMETOM O0Jiee JeTATLHOr0 0OCYKIECHHS B BOIIPOCE O CIIOCOOHOCTH
aJITOPUTMOB B JieJie IPOTHO3UPOBAHUS MTPABOCYAUS.

[MapannensHO B cTaThe MPEACTABIEHHI IITh NPUHIIAIIOB, IPEIYCMOTPEHHBIX EB-
pPONENCKONW 3TUYECKOW XapTHeil MO MCIOJIb30BAaHUI0 HMCKYCCTBEHHOI'O HHTEIUIEKTa B
CyleOHBIX CHCTEMax M CBSI3aHHBIX C HUMU CpefiaX, MPUHATHIX EBporneiickoil koMuccuei
mo 3¢dexruBHOCTH TpaBocymuss B 2018 r., KOTOpbIE NODKHBI MUMETh PYKOBOISIIECE
3Ha4YeHHE B pa3pabOTKax M BHEAPCHHWH alTOPUTMOB HMCKYCCTBCHHOTO WHTEIUICKTa B
CyZAEOHBIX IPOLIEeCcCax.

KnroueBble c10Ba: uckyccmgeHHulll uHmennekm, aneopumm, cyoebHblil npoyecc, npu-
yun, ycmas, npeockazyemoe npagocyoue

176



