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Abstract: Recent computing power and storage advancements have meant more data are being collected and stored.
Referred to as 'Big data’, these data sources offer researchers myriad opportunities to make observations about the
social world. These data can be massive, provide insight into whole populations rather than just a sample, and be
used to analyse social behaviour in real time. Administrative data, a subcategory under the big data umbrella, also
offers researchers abundant opportunities to conduct highly relevant research in many areas, including sociology,
social policy, education, health studies and many more. This paper offers reflections on social research during the
digital age by examining different forms of data, both 'big' and 'small’, and their associated advantages and
disadvantages. The paper concludes by suggesting that although big data has some promising elements, it also comes
with some limitations and will not replace 'traditional’ social surveys. And yet, when used in conjunction with social
surveys, appropriately and ethically, big data could offer the researchers additional valuable insights.
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Theory of Sociology

AHHOTauMA: HedasHue docmudicenus 6 001acmu 8bl4UCIeHUs U XPAHEHUsL OAHHBIX NPUBENU K MOMY, YMo 8ce Oobie
OGHHBIX HAKANAUBAEMCA U XpaHumcsa menepv. Mcmounuku OauHbIX, Ha3blédemble «DONLUUMU OAHHBIMUY,
npeonazarm uccie008amensim MHONCECHEO 803MOHNCHOCMEU 01 HAOIIOOEHUS 3a COYUATbHLIM MUPOM. Dmu OaHHble
Moeym  Oblmb MACCUBHBIMU, 0A8AMb NpedcmagieHue o0 8cell COBOKYNHOCMU, d He MOJbKO O 6blbopke, U
UCNIOIb308AMBCA 0151 AHAU3A COYUATLHO20 NOBEOEHUS 8 PedCUMe PedlbHO20 8pemMeHU. AOMUHUCMpamuervle OaHHble
Kak nookamezopus OONbWUX OAHHBIX, MAKdHCe Npediazarom uUccied08amensim WUPOKUe 603MONCHOCMU OIS
npPOBeOeHUs. AKMYAIbHbIX UCCAEO08AHULL 80 MHO2UX OOAACMAX, GKIIOUAS COYUOLO2UI, COYUATIbHYIO NOJUMUKY,
0b6pazosanue, UCcie008anus 8 001acmu 30pasooXpaneHus u m.0. B 0anHol cmambe paccmampuearomesi COyUaibHbie
UCCNEeO08AHUS 8 INOXY YUPPOBLIX MEXHOIO2UU NYMeM UYUEHUsL PA3TUYHBIX QOPM OAHHBIX, GKII0YAsSL «OOIbUUEY U
«manvie» OaHHble, a MAKJCE CEA3AHHbIe C HUMU NpeuMywecmed u Heoocmamku. B zaxmouenue evidsueaemcs
npeononodicenue, 4mo, xoms 0OoavbuiUe OAHHbIE UMEIOMm HEeKOmopbie MHO2000ewaouwue XapaKkmepucmuku, OHU
Maxace UMelom HeKomopwvle 0ZPaHUdeHUs, U He 3aMeHAm «mpaouyuoHHbley coyuaibHble onpocsl. M ece oce npu
NPABUTLHOM UCNOB308AHUU OOILUUX OAHHBIX 8 COYEMAHUU C COYUANLHBIMU ONPOCAMU UCCIe008AMeNU MO2ym
NOAYYUMb OONOIHUMENLHYIO YEHHYI0 UHPOpMaAYUro.

KnwueBsble ciaoBa: coyuonoeus, memooonocus, Oonvuiue OAHHbIE, AOMUHUCHPAMUGHbIE OAHHbIE, KOIUYECHBEHHbIU AHAIU3
OAHHBIX.

Every century, a new technology — steam engine, electricity,
atomic energy or microprocessors —

has swept away the old world

with the vision of a new one.

Today it seems we are entering the era of 'Big data
(Michael Coren as cited in Ariba 2021: np).

The state of data: reflections on using 'big" and administrative data sources in social research

We are living in the 'era of big data' (Ariba, 2021: 1), a digital age in which social phenomena can now be
counted and stored in multiple ways and on even larger scales than ever before possible (Jasanoff, 2017).
The explosion of data, a by-product of the shift from analogue to digital and technological advances in
computing power and information storage, has enabled researchers to make previously impossible
hypotheses about how the social world works (Salagnik, 2018; Jasanoff, 2017). The driving powerhouse of
this ‘data revolution” has been the wide-scale production and use of big data, which has not only given
researchers new opportunities but become an intrinsic feature of societal processes, influencing how
business is conducted, how policy is designed, and how people are observed and managed (Kitchin, 2022:
3; Mills, 1956; Jasanoff, 2017). First coined in the mid-1990s, the term 'big data’ was initially used when
referring to datasets too big for computers to store at that time. Now, big data ‘encompasses a range of other
gualities immanent in the digital traces of routine activities such as utility consumption, web browsing or
social media usage’ (Halford and Savage, 2017: 1133). Due to these data sources providing insight into the
everyday behaviour of millions of people, the term has also emerged as an empirical phenomenon and
emergent field of practice, especially in the social sciences.

Big data have enabled researchers to achieve what was once impossible, ask questions that could not
be asked before, and reach research populations that were once unreachable (Salagnik, 2018). This paper
focuses on how different types of big data can be used in social research by examining how their different
ontological characteristics and associated pros and cons may impact the research process. Whilst some
commentators champion big data, others remain wary of its unexpected consequences, going as far as to
prophesise a ‘crisis of empirical sociology' where theory is disregarded, and big data replaces all forms of
knowledge (Savage and Burrows, 2007; Anderson, 2008). Several other limitations associated with using
these data — such as ethical concerns and reliability issues- further obfuscate arguments for its use (Halford
and Salvage, 2017). While we recognise the potential of using big data in social research, claims that these
data sources would change Sociology as “we know it” are mostly unfounded (Halford and Savage, 2017,
Sturgis and Luff, 2021). We conclude that traditional forms of data — such as social survey data - remain
(and will continue to remain) prominent in the social sciences. While recognising big data can be helpful,
especially if used in tandem with traditional survey methods, researchers should err on the side of caution
when contemplating using them.
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Differentiating data types

Data are 'pieces of information about phenomena and the input for (and output from) computational
processes' that drive quantitative empirical enquiry (Kitchin, 2022: 4). Traditionally, data have been
collected using social survey guestionnaires and only in the last decade have other data sources — such as
transactional and social media data — been used for social research. These data have unique characteristics
that dictate how they can be handled and what they can be used to do. After defining each data source
below, the following section will discuss the pros and cons of each type to provide context on how big data
are different from traditional methods, explain how it has grown in prominence, and provide insight into its
usefulness for researchers.

Data can be either 'small' or 'big' (Kitchin, 2022). The former includes traditional survey sources such
as guestionnaire data. In contrast, the latter encompasses data collected and stored digitally, such as internet
search logs or data collected by administrations like hospital records. Before the emergence of big data,
datasets referred to here as 'small' were simply known as data. These data are commonly recognised
traditional datasets that predate big data, usually collected for the purpose of research and to investigate
certain phenomena, for example through questionnaires, census data, and interview transcripts - both
quantitative and qualitative (Kitchin, 2022; Connelly et al., 2016).

In contrast, companies and administrations create, collect, and store big data digitally for non-research
purposes. Some examples of big data formats include - but are not limited - to transactional information,
text messages, emails, audio clips, social media posts, and images. In addition, big data sources comprise
administrative data collected by institutions such as tax authorities, health services, social services, and the
criminal justice system (Connelly et al., 2016; Playford et al., 2016). Administrative data offer rich insight
into social behaviour and provide researchers with an excellent opportunity to make policy-relevant
analyses.

It should be noted that this categorisation is not fixed. Kitchin (2022) argues administrative data should
be considered separately as it does not share all the essential criteria of other big data sources. However,
administrative data are hugely influential for social researchers, and as such are discussed in detail below
as falling under the big data umbrella.

Small data and the "‘withering'* survey

For years, quantitative enquiry has been built on the back of small datasets and traditional survey methods.
Small data sources are conventionally highly systematic and designed for statistical purposes. The
population of interest is often known, and techniques are used to recruit a representative sample rather than
observing a whole population. Using representative samples ensures no bias and equal representation of
groups in society, allowing researchers to use statistical techniques to confidently infer findings from the
broader population from which it is drawn.

Despite being referred to as 'small’, these data sets can be complex and large. Understanding Society
(https://www.understandingsociety.ac.uk), for example, is an extensive longitudinal survey of members of
approximately 40,000 households in the United Kingdom, with various modules on different aspects of life
such as employment, education, and health (University of Essex, 2022). With so many households and
approx. 60,000 participants, sources like Understanding Society can still be downloaded and used by
researchers with minimal training in data analysis software such as SPSS or Stata. Moreover, these datasets
are usually well-structured as they have been designed for statistical purposes and with research aims in
mind. Therefore, they are compatible with classical statistical methods usually taught in quantitative social
science courses.

Although these data are highly structured, can be representative, and are mostly reliable, they are also
expensive and burdensome to produce. Not only does collecting survey data take a lot of time and effort,
but surveys also only provide data from a fixed point in time. The analysis is thus specific to the time the
data was collected, and real-time observations are unavailable. Moreover, the robustness of survey methods
has been questioned due to reducing response rates as people became less interested in participating
(Groves, 2011; Savage and Burrows, 2007; Miller, 2017). Overall, 'sharply rising costs and declining
response rates were perceived to offer population inference of uncertain accuracy at a snail's pace and eye-
watering prices' (Sturgis and Luff, 2021: 692). For these reasons, researchers have turned to alternative
methods to research the social world, taking advantage of the new opportunities made available during the
era of big data and the digital age.

Before discussing these new innovative opportunities however, it is worth iterating that traditional
survey methods associated with collecting small data remain a prominent tool in quantitative social enquiry,
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even in the era of big data. Despite some commentators forecasting that the days are numbered for
“withering” surveys (Sturgis and Luff, 2021), traditional methods have evolved and, in some instances,
become more powerful whilst adapting to the digital age. For instance, modes of data collection have
evolved to accommodate the increasing digitalisation of everyday life. Doorstep and telephone interviews
and mailed questionnaires have been replaced by online web surveys that can even be conducted on a
person’s smartphone (Miller, 2017). Advances in computational technology have also improved access to
secondary data sets collected by others. Open-access data archives such as the UK Data Service
(https://ukdataservice.ac.uk) make it reasonably easy to obtain datasets for anyone, regardless of their level.

So, what is big data, and how can it be used?

It is helpful to look at how other researchers have used it to understand the different types of big data. For
example, examples of data used in academic work include using Tweets to measure how mood varies across
different cultures during different seasons and times of day (Golder & Macy, 2011); supermarket checkout
data to examine how co-workers' productivity influenced performance (Mas & Moretti, 2009); and mobile
phone call records to determine the economic circumstances of thousands of Rwandan citizens through
machine learning techniques (Blumenstock et al., 2011).

These data sources differ from small data, and have three main characteristics. Regularly referred to
as the '3V's', big data are (1) massive in volume, sometimes consisting of terabytes or petabytes of data (2)
high in velocity, always being produced and being made instantaneously; and (3) coming in a variety of
forms, including structured and unstructured data (Laney 2001; Zikopoulous et al., 2012). Enhancements
in computer storage and processing have meant that masses of data can be collected. Before the data
revolution, data was only collected and stored at one particular time. For example, small data such as
surveys provide a snapshot of a particular population at the time the survey was taken. On the other hand,
big data sources, such as social media data, are continuously being made and ‘always on' (Salagnik, 2018:
21). Big data is not limited to structured datasets that characterise traditional survey methods. Still, this may
mean that using traditional statistical techniques to analyse big data is less straightforward than it would be
with smaller data sets that are designed for research purposes.

Alongside the three V's, other qualities differentiate big data. First, big data are exhaustive, meaning
they can capture information from all cases of interest rather than just a population sample. For example,
researchers can access all posts across an entire social media platform or all transactions made by customers
of an online marketplace. Thus, there is no need to construct sampling frames or employ techniques to infer
observations made during analysis, as the numbers can speak for themselves. Whilst some may consider
the exhaustive nature of big data as positive, it can also be considered a limitation. Scholars of big data
need to be careful they are not generalising beyond the population they observe. Access to all cases in
specific sub-populations, such as Twitter users, should not be mistaken as having access to an entire broader
population. For example, it is unlikely that all Twitter users in a specific country are representative of the
broader population of that country (Salagnik, 2018) due to issues of access and variations in socioeconomic
characteristics (such as age and class) that may influence online participation. Big data, such as social media
data, can be very detailed and offer great coverage into specific sub-populations. However, it will usually
be biased as it is restricted to users of certain services. In contrast, small data sets are purposefully designed
to avoid bias and accurately represent the population of interest.

Second, big data are often characterised by relationality, meaning they can be linked to other data
sources using unique identifiers, and although more examples of linking big data sets together are emerging,
trying to link big data can often be time-consuming and messy due to their less structured nature than small
data studies. However, as big data are 'always on’, they are flexible, and data structures can thus be extended
to new fields with minimal effort. Overall, big data can offer new opportunities to observe a specific
population as it continues to expand and grow (Kitchin, 2022).

Third, big data are also non-reactive, meaning data sources are much less likely to impact the
behaviour or attitude of participants. One key concern with traditional survey methods is the effect that
knowledge of their participation has on participants’ responses. Big data are free from this concern as data
are usually collected as a by-product of another process, meaning answers may be a more accurate reflection
of a person’s behaviour. However, just because data are collected this way does not necessarily mean they
reflect 'natural processes', especially when considering an online activity that may not always be genuine
(Newman et al., 2011; Salagnik, 2018).

Finally, compared to survey data, big data tends to be incomplete, ‘dirty', and inaccessible, and thus
require a monumental effort and arduous data management to get ready for analysis and may not include
all the data required for robust research. As big data are collected for non-research purposes, core
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information such as demographics (like gender or ethnicity of participants) may be missing, restricting what
Social Scientists can do with the data. Big data are also 'dirty’, including junk and spam that could be
misleading and non-reflective of social behaviour (Salagnik, 2018). Moreover, big data are often
inaccessible as companies hold and collect it, and access may be limited by legal, commercial, or ethical
concerns. Overall, obtaining and sorting these data sources for social research is a mammoth task that may
require unconventional skills for Social Scientists (such as computer science skills), patience, and time.

Administration data, the overlooked big data source?

Discourse over big data is narrowly centred on online sources, as discussed above, with many neglecting
administrative data over historical concerns of accessibility and breaching confidentiality (Salagnik, 2018;
Playford et al., 2016). Governments have been collecting data on citizens for a long time, but Social
Scientists have been restricted in accessing these sources in the past. Nonetheless, increasing digitalisation
during the data revolution has accelerated the rate of data collection, storage, and analysis. In addition, and
in response to increasing digitalisation, new initiatives such as the Administrative Data Research Network
(UK) (ADRN) have emerged, aiming to provide ‘open access to a plethora of data that have been recorded’
by governments and encouraging ethical and feasible transmission of data from government to researcher
(Playford et al. 2016: 3). Considering these developments, administrative data has become one of the most
powerful instruments in a social scientist’s tool kit.

Again, administrative data sources are not collected for research but are commonly reused by Social
Scientists to explore social phenomena. For example, Farber (2015) reused data from New York City’s
government digital taxi meters to explore the relationship between hourly wages and hours worked. Other
examples include using Scottish Population Census data in addition to administrative education data to
explore curriculum provision in secondary schools (https://curriculumproject.stir.ac.uk). Administrative
data fall under the big data umbrella as they meet most of the criteria discussed in the previous section. For
one, administrative datasets are usually quite large in scale and vary in structure, as administrations can
collect vast amounts of data on their users, such as birth, death and marriage registrations, educational
qualifications, and health records for whole cities' populations, countries, or even continents
(https://ec.europa.eu/eurostat/web/main/home). Yet, these data are usually more manageable than other big
data sources, with standard statistical software capable of handling them for analysis.

Moreover, administrative data usually capture observations from a whole sub-population and do not
rely on sampling procedures as with social surveys; they have access to enough people for the
measurements to be considered as ‘true population parameters’, rather than estimates for making inferences
from samples to the populations from which these samples were drawn. Therefore, administrative data can
offer valuable insight into entire sub-populations of interest. For example, educational records will include
all those who through went through the educational system in a particular county over a particular period;
health records will include all those who were using health services at one time — both overall providing
opportunities for detailed research on specific areas of society, rather than broader society, to be conducted.

As Kitchin (2022) argues, what distinguishes administrative data from other sources is that it is not
created as rapidly as other big data sources. In some cases, data such as social media posts or online
marketplace transactions are generated and recorded in real-time, with minimal delay between recording
and publishing. Administrative data, on the other hand, is published more sporadically. Take, for example,
data collected by governments on house prices in the UK. Although this data is updated in real-time when
someone inputs into the system, results are only published weekly or monthly (Kitchin and McArdle, 2016).
Admittedly, administrative data are timelier than small data sets — such as questionnaires conducted
annually — but are not available to the same extent as other continuously updated online data sources. Of
course, defining a data source as ‘big’ depends on the characteristics of the source itself. Not every dataset
will meet this paper's 3Vs and other criteria. For instance, Population Census data may be considered ‘big’
by some — it is usually large in size (volume) and attempts to cover an entire population (exhaustive). Still,
it is only collected once every ten years and therefore not high in velocity, and therefore does not meet the
criteria to be considered ‘big’ (Kitchin, 2022). The criteria mentioned thus far should only be a rough guide
for identifying different data sources. These terms are not fixed; instead, it is more about how the data are
understood and handled, determining its nature.

Undisputedly, and especially within a UK context, administrative data has become an essential
resource for quantitative researchers, with initiatives such as the ADRN and the Administrative Data
Research UK (ADRUK) — which aim to improve the accessibility of administrative data for researchers —
growing in prominence. Similarly to ADRN, ADRUK (https://www.adruk.org) links extant governmental
datasets together to permit meaningful research, prepares administrative data for analysis, and trains users
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on how to use it effectively. ARDUK also provides a service for researchers to safely access administrative
data without concerns over breaching confidentiality or ethical standards. Through the help of these
initiatives, academics can use administrative data to conduct impactful and policy-relevant research that
may not have been possible when using traditional time-consuming and costly research methods such as
analysis of secondary datasets, especially in instances where quick policy responses are needed. In addition,
administrative data offer the benefits of large case numbers and fine-tuned data in areas highly relevant to
specific policy areas, such as educational attainment or health service use.

However, regardless of the positives associated with administrative data, they are not without
drawbacks. Types of administrative data of interest to Social Scientists will most likely contain sensitive
information about individuals (e.g. histories of health, conditions, criminal records, or adoption records)
and contain information that makes individuals easily identifiable. For this reason, the data needs to be
prepared in the form that removes any possibility of identification, and the users (e.g. academic users) need
to be trained how to use the data securely and ethically. Furthermore, administrative data will almost always
include multiple records across cases and time points. For example, it may include tax records for one
person across several years. All these factors make administration data messy; they require determination
and time to properly prepare for use, by linking together different information for the same individuals and
ensuring it is fully anonymised.

In fact, due to issues over anonymity, administrative data can sometimes be hard to access, even
considering the initiatives established (ADRUK, ADRN) to make obtaining these datasets easier.
Negotiations over data access can be tiresome and even last up to a year (Playford et al., 2016). Researchers
are usually interested in using multiple administrative data sets — for example, linking individuals' health
records with information about social security, e.g., whether individuals receive social benefits, but may be
put off by time constraints and how long this process would take to achieve.

The debate over whether administrative data should be considered 'big’ or 'small’ illustrates how these
concepts are not fixed and how different scholars view data within social research. Although contributing
to the debate is not the purpose of this paper, we feel administrative data should be considered a type of big
data as they share so many similarities. Nevertheless, researchers should not get too bogged down in
abstract disputes and instead focus on the data itself. However, considering the ontological characteristics
of data sources is important as the factors that differentiate types of data sources from one another will
influence how the data should be handled and impact the observations being made. Therefore, when
planning to conduct research using administrative or big data, these considerations should be at the forefront
of decision-making.

The "crisis’ of sociology?

In response to the data revolution and the eagerness of scholars to harness the potential of big data in their
work, multiple prophecies on how these changes would influence disciplines were made. Notably, Savage
and Burrows (2007) feared empirical sociology would change forever and ‘the dominance of the survey as
the pre-eminent form of data in the social sciences [would be] usurped by new forms of digital transactional
('big") data' (Sturgis and Luff, 2021: 694). Anderson (2008) summed up arguments made at the time to
suggest that empirical theorising would become redundant:

'In a world where massive amounts of data and applied mathematics replace every other tool that
might be brought to bear. Out with every theory of human behaviour, from linguistics to sociology
[...] Who knows why people do what they do? The point is that they do it, and we can track and
measure it with unprecedented fidelity. With enough data, the numbers speak for themselves.' (np).

Despite having prominence and gaining much attention, the ‘apocalyptic vision' that big data would
replace all other forms of knowledge has not endured (Sturgis and Luff, 2021: 694). Halford and Salvage
(2017), for instance, highlight that certain limitations of big data cannot be overlooked and prevent it from
replacing traditional methods. Big data captures only some activities of particular people, using certain
devices and applications intended to record specific information, meaning these data are bound to be biased,
incomplete and lacking core demographic valuable information for analysis (Halford and Salvage, 2017:
1133).

Recent empirical literature has further challenged the claims summarised by Anderson (2008). Sturgis
and Luff’s (2021) content analysis of 1451 of the 'highest-ranking' articles published between 1939 and
2015 across a range of social science journals (inc. economics, sociology, political science and social
psychology and public opinion), found there has been little decline in the use of traditional survey data in
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empirical articles. In fact, it has increased. Empirical articles including big data only constituted a small
proportion of the total output.

Furthermore, in most articles that did feature big data, survey data was used in addition to or to enhance
what the big data could tell us (Sturgis and Luff, 2021). Scholars (Groves, 2011; Couper, 2013; Japec et
al., 2015; Salagnik, 2018) champion combining big and small data sources, as they can help mitigate their
respective limitations and provide more insightful analysis that cannot be produced with either data source
individually. For example, big data can be used to identify the extent of a social issue - e.g., using voting
records to measure voting turnout — and combined with survey data to analyse factors that may explore the
problem in more depth - e.g., creating a survey exploring how likelihood to vote varies by demographic
and socioeconomic markers (Ansolabehere and Hersh, 2012).

The need for continued attention to ethical concerns

There is a common misconception that there are few ethical concerns when using big data, as participants
have already provided their consent for the data to be collected. However, some important ethical
considerations remain before conducting research or selecting a data source. Participating in harmful
processes and unanticipated secondary use of data are two often overlooked issues. For example, by using
big data, we are potentially participating in ‘surveillance capitalism’ — the monetisation of data collected
through monitoring of people online - and thus reinforcing the asymmetric relationship between consumers
and their data; exploiting individuals for information and using the same information to encourage their
consumption of goods and services (Sadowski, 2019; Zuboff, 2019).

As such, by using big data for our gain, we are arguably contributing to social processes that may
impact individuals' emotional and physical well-being, making them vulnerable to malicious activities of
businesses and organisations and unequal power relations (Cohen, 2019; Kitchin, 2022). Although big data
advocates like to highlight the potential that these data can bring to the world, we must also acknowledge
the dark side of the data revolution. We also live in an era of surveillance capitalism in which data have
become a commodity extracted from people for profit and value, without compensation (Sadowski, 2019).
These data are then used to target people with individualised publicity informed by their interests —
pressuring them into consuming products. Essentially, data are taken from individuals, usually without their
knowledge, for free and used against them for profit. Or, in Kitchin's (2022:227) words:

"The users of technologically mediated services [such as apps and other online platforms] provide
labour (e.g., clicking, swiping, typing, uploading) and offer the product of those labours (data
related to aspects of their lives) for free to those who control the means of production.'

This creates an asymmetrical relationship between those in charge of digital technologies and
platforms and the service users who must submit a certain amount of personal information to sign up. As a
result, individuals are led to believe they are signing up to certain apps and other platforms for free when
in fact they are paying the price dictated by the terms and service agreements made by organisations that
offer these services (Kitchin, 2022). Moreover, these processes affect large numbers of people, since
signing up to many services is required to participate in a consumer society. Notably, the use of technology
such as smart phones is often unavoidable.

Social Scientists should be wary of participating in these processes. By using big data, we are arguably
contributing to the exploitation of individuals; using their data for purposes unbeknownst to them and
without compensation. We may also be actively reinforcing an exploitative system with many risks for
individuals and society. For example, many argue that surveillance capitalism undermines democracy,
rendering individuals as complicit entities, removing their autonomy and free will. Research about
individuals without their awareness or consent has long been a cause of concern in the social sciences.
These concerns have been amplified in the digital age due to mass surveillance and new opportunities for
data to be collected about people and used for various reasons.

Referred to as 'unanticipated secondary use', Salagnik (2018: 290) offers a dramatic example of how
Germany’s Nazi regime used institutional data to facilitate genocide against Jews, Roma and other
minorities across Europe during the Second World War. Using innovative technology at the time such as
Hollerith’s tabulating machine (developed to assist summarising information rapidly), Nazis were able to
record data on individuals, and victims were identified based on criteria such as ethnicity and religion
(Jasanoff, 2017). Hollerith’s tabulating machine was originally built-in response to the expansion of
bureaucracies in the late nineteenth century, where governments were required to create ‘census-like
counts’ of populations and other social phenomena (such as poverty, violence, health, employment etc) to
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keep track of people and goods, tax citizens, manage population, and enlist people for military service (ibid:
2). Hollerith’s machine, and other forms of enumerating the population, developed to help governments
manage the population but succumbed to secondary unanticipated use for notorious goals. Such historical
examples illustrate why the safeguarding and ethical use of administrative data, through initiatives like
ADRUK and ADRN is paramount (Verwulgen, 2017).

We are not suggesting that anyone who wants to use big data does so to mislead anyone or to
participate in harming processes. Yet, these considerations remain essential for us as social researchers. If
these data are used, there is a strong likelihood that concerns over unanticipated secondary use will be raised
by ethic committees, and consideration of potential consequences will need to be demonstrated to them,
especially where data collection is funded by private institutions. Fortunately, not only is ethical practice
being promoted by ADRN and ADRUK but there is also an extensive history of ethical frameworks
developed for quantitative research that scholars of big data can draw from and adapt to suit their work -
read Salagnik (2018: 294-301) for a detailed overview of how to conduct good ethical research in the digital
age. Furthermore, as Mills (1956) recommended, social scientists must retain a critical awareness of the
potential uses of such data by political, commercial and military elites.

Overall, various datasets are available and can be used in myriad ways, but for it to be used
appropriately, a systematic approach and collaboration between the data producers (such as government
agencies and corporations) who have a responsibility to safeguard that data, the research councils who set
up initiatives to help make the data transmittable, and researchers who must use the data responsibly, is
necessary. Moreover, a suitable/appropriate level of social trust is also required from the populations from
which these data sources are extracting information; people need to consent to the collection of their data,
be aware of the consequences of their participation and be confident that this data will not be used in
inappropriate ways. This may be more difficult in some societies than others. In democracies like the UK,
for example, levels of social trust are higher than societies with used to have authoritarian regimes (Letki,
2005; Herreros, & Henar, 2008).

Conclusion and recommendations

Although the data revolution has created enormous amounts of data that can potentially be used, we must
thoroughly consider whether they are appropriate or not for our research aims. Our prime concern as social
researchers should be to ensure we are conducting reliable and valid analysis. We must not fall victim to
the hubris and excitement around big data and use it just because we can. Not only do we need to consider
whether the data source is appropriate for our research questions, but also to ensure we have the skill and
tools to use it effectively. Some of the best empirical research that includes big data is conducted by
computer and data scientists, who are trained differently from social researchers who may have to learn a
whole new set of skills to get the full potential of these data sources. We advocate that such data should be
used in combination with traditional survey data. For example, in addition to other methods (surveys or
interviews), big data can be used to help to get a more nuanced picture of certain phenomenon unreached
by traditional methods or used to get a broader picture of phenomenon and link between micro and macro
levels.

To conclude, using big data is not without its challenges, and currently the flaws outweigh the
positives. Despite these data offering many possibilities for observing large amounts of cases in real-time,
the process will most likely be time-consuming, messy, and sometimes unethical. Moreover, these data are
likely to be biased and partial, potentially full of spam and may generate misleading results. Not only is big
data tainted by its flaws, but we must also consider how using it requires collusion in processes that we are
likely to critique and dismantle as social scientists. Nevertheless, big data can still contribute to the
discipline of social science and enhance traditional methods if used in meaningful and ethical ways

We do not suggest big data should be avoided in any sense and recognise their potential, but we
recommend sticking to the research goals of the study and think about the most appropriate source of data
for the research questions. If social surveys are enough, we recommend sticking with them and maybe
incorporating big or administrative data, only if it offers some additional insights that could not be made
with primary or secondary data alone. We believe that, for the most part, secondary data will be more than
suitable to answer most research questions in the social sciences; but if big data are the only way to answer
the research inquiry, then it should be used ethically and critically. Overall, despite the excitement
surrounding big data, we refute the claim that the days of the survey are over and will remain the “gold
standard” of quantitative enquiry in the future.
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