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HACTPOHKA JIOKAJIbHBIX MY JIbTUKOMITBEOTEPOB HA 3AZIAYU
ITOJIb3OBATEJIEN

B cTaTbe paccMaTpHBaeTca npobsema OTOOpaXeHNS 3ajay noJiblosaTesielt Ha
KOMNbIOTEPHBIE cucTeMbl. [IpnBOAATCS 0030p CYILECTBYIOIMMX CPEACTB HACTPOHKH
Ha Pa3HbIX YPOBHSX MPECTaBJICHHA KOMIBIOTEPHOM CHCTEMBbI, @ TRKXKE HX CPaBHH-
Te/bHbIK aHa/IH3 MO POy XapakTepHCTHK. B kauecTBe KOMIBIOTEPHBIX CHCTEM
PaccMaTpHBAIOTCA JIOKAJIbHbiE MYJ/IbTHKOMMNBIOTEPDI, Ha3bIBaEMbIE TaKXKe KJiacTe-
paMu paboynx cTaHuuit.

IIpo6aeMbl oTobOpa)keHusa 3anay TMOJIH30BaTE 1A HA KOMIbLIOTEPHYIO
cucreMy. KomnbioTepHast cHCTeMa ecTeCTBEHHbIM 00pa3oM MoOXeT ObITb
NpeacTaB/ieHa B BHOE MHOIOYPOBHEBOH HEPapXH4ecKo#d CTPYKTYpbl, KaxKabli
YPOBEHb KOTOPOH COOTBETCTBYET HEKOTOPOH BHPTYasIbHOH HIM peasIbHOW CHCTe-
Me, HalpUMep, apXHTEKTYpe, ONepaLUHOHHON CHCTEME, cpelle NPOorpaMMHPOBAHHS
u T.4. Takoe npeacraBsieHHe NpUBOAMT K Npo6.JieMe HaXOXIEHHST ONTHMAJIBHOTO
NpencTaBeH!s A1 KaX IO KOHKPETHOH 3a0auy NOJIb30BaTeJ1sl B paMKax OaH-
HOro YpPOBH$, TO €CTb HanboJiee MOJIHOro MCHOJIb30BaHUSI CBOHCTB H BO3MOX-
HocTel ypoBHA. 3Ta npobGsieMa MoXxeT ObITh pellieHa NyTeM afaNnTalud YPOBHS K
KOHKPETHOH MOCTaBJ/IEHHOK 3anaue 3a cyeT A00aBJIEHHS HOBbIX (IPOrpaMMHBIX H
annapaTHbIX) BO3MOXHOCTEH HJIH MOAH(HUKALIMH HMEIOLLIHXCSI.

C kax[OpiM YDOBHEM KOMMNBIOTEPHOH CHCTEMBbI OOBIY4HO COMOCTABIISAETCS
cnepymowas Tpoika: nogedenue, cmpykmypa u peanusayus (1, 2). IToeedenue
onpeaensieT HHTepdeic B3aMMOJCHCTBUSE KOMIBIOTEPHOR CUCTEMbI C BHELUHE
cpenoil, cmpykmypa 3ajaeT MHOXECTBO JIOTHYECKH B3aHMOCBSI3aHHbIX KOMIIO-
HEHTOB, KOTOpblE COCTABJIIOT CHCTEMY, a Peau3ayus NpencTaBiseT coOoi
onvcaHxe (U3INYECKOrO CTpOeHHs YpoBHA. Hanpumep, ans apXxuTeKTypHOro
YPOBHsI nogedenuem SABJISETCH aITOPUTM/MHOXECTBO aJITOPHTMOB (DYHKLIHOHH-
pOBaHHs KOMIBIOTEPHOH CHCTEMbI, OTOOpaXaloWMX BXOOHbIE OaHHbIE B BbIXOA-
HblE, CMPykmypou — MHOXECTBO MpPOLECCOPOB, NaMATh, KOMMYHHKALIHOHHbIE H
ceTeBbie KaHaJ/ibl, BHELIHUE YCTpOiicTBa M T.A., a peaau3ayueid — MHOXECTBO
MUK POCXEM, I1aT, Kabeteil u T.4.

3anaya uau npoGJieMa, oToOpaxaemas Ha KOMIBIOTEPHYIO CHCTEMY, B
KOHEUHOM CueTe A0JIXKHAa ObiTb MpeACTaBjicHa B BHMAE MHOrOypOBHEBOH
MEPapXMUeCKOH CTPYKTYpbl, KaXAOMY YPOBHIO KOTOpPOH COOTBETCTBYET ApYyras
TpoiKa — nogedenue, cmpyKmypa v npocpamMMHO-GRNAPAMHK A PEANUIAUUR.

CchopmypyeM aBe BaXHbie NpoGJieMbl, CBA3aHHbie C OTOOpaXeHHEM
AaHHOK 3aa4H Ha KOMINBIOTEPHYIO cUcTeMy [3].
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Hpo6nema 1. TlocTpouTb ONs1 NaHHOK 3a4a4YM KOMIBIOTEPHYIO CHCTEMY,
KOTOpasi OGECNEYHT ONTHMAJIbHOE MO HEKOTOPOMY KPHTEpHIO OTOOpaxenue
3a/1a4H Ha NIOCTPOEHHYIO CUCTEMY.

Hpobaema 2. Tlonyuuts [/ AAHHOM 3aJayd ee ONTHMAaJIbHOE IO
HEKOTOPbIM KpHTEPHSM OTOOpaXeHHe Ha CyLIECTBYIOLYIO KOMIbIOTEPHYIO
CHCTEMY.

HUccnenoBanuio moctasieHHbIX Npo6JieM A pa3/IHUHbIX YPOBHEH KOMIbIO-
TEPHBIX CHCTEM MOCBSALLEHO 3HAYNTEIbHOE KOsMuecTBO paboT. B yacTHocTH, cno-
cobb! pelenus obenx npoGsieM 415 yPOBHS MHKpPOKOAa npuBoasTcs B [4].

B Hacrosiwe#t paGoTe paccMaTpPHBAIOTCS METOIbI PelieHus] BTOpoi npobie-
Mbl 415 CMELaIbHOrO KJ1acca KOMIbIOTEPHBIX CHCTEM, Ha3biBa€MbIX JIOKasIbHbl-
MK MyJibTuKoMnbioTepamu (JIMK) nan knactepamu pabounx cranunit [5-7].

CoBpeMeHHble MOAXOAbI K TOCTPOCHHIO MapaJijiesIbHbIX KOMIbIOTEPHBIX
CHCTEM MOTYT ObITb MpeACTaB/IeHbl AByMS GO/bLINMHU HaNpPaBJIEHUSIMH.

IlepBoe HanpaBJ/ieHWe ONpelessieTCsl CNeuMasbHO pa3pabOTaHHBIMM OISt
KOHKPETHBIX MPHJIOXKEHHH MacCOBO-NapaJiyieibHbIMH KOMITbIOTEPHbIMH CHCTEMa-
MH, TakuMH, kak Thinking Machines CM-S (8], Intel Paragon [9], IBM SP-2
[10]. OTn cucreMbi comepXaT ThHICAYH BbIYKHCJUTEsIbHBIX 31eMeHTOB (BJ), cBs-
3aHHBIX C MOMOLIBIO CMEUHATBHOrO 060pyAOBaHHUs, YTO ofecrneyHBaeT BbICOKYHO
CKOpPOCTb KOMMYHHK LWt Mexnay BO.

Bropoe HanpapsieHWe CBS3aHO C HCHOJIb30BaHWEM  CYLUECTBYHOLUMX
BbIYHCJIMTEJIBHBIX CTPYKTYp B KauecTBe mnapasuiesibHbix cucteM. K Takum
CTPYKTYpPaM OTHOCATCA KJIaCTEpPHble CHCTEMbI M, B YaCTHOCTH, KJIACTEphl
pabouux cTaHuui, OObEOMHEHHbIX JIOKAJIbHOW BbIYMCJIMTESIbHOH ceTbio [5-7).
BbIYHCINTEILHBIMH 3JIEMEHTAMH B TaKHX CHCTEMAX SIBJISIOTCS OObIYHO pabouyue
CTaHLIMM, HH-CepBepbl, NOJOOGHO BHIYHC/IMTE/IBHBIM CEpBepaM, (paiisi-cepBepaM H
T.0. B KauecTBe ceTH OOBIYHO HCNOJIb3YyEeTCS YCTAaHOBJIEHHasi paHee JIOKaJlbHas
BbIUKC.TUTEJIbHAS CeThb, Takas, Kak Ethernet, Fast Ethernet [11], ATM [12] uau
FDDI ring [13]. HanGosiee uyacTo HCRONb3yeMO# ONEpaUMOHHON CHCTEMO#
aBsgercss Unix co ctekoM nportokoJsioB TCP/IP [14,15].

Hns oTobpaXeHHs 3aJauyu Ha CYIUECTBYIOLLYIO KOMIIBIOTEPHYIO CHCTEMY Ha
Pa3HbIX YPOBHSIX HMCMOJb3YIOTCSA ClieUHa’IbHble CPEICTBA, pacLIMpsIOLINe BO3-
MOXHOCTH COOTBETCTBY!OLLEro ypoBHs. Huxe Oyner paccMaTpuBaThcs HacTpoii-
Ka Ha OJIHOM M3 CNEyIOLUMX yPOBHEH:

e cpeabl nporpaMmupoBanusa. CpeacTBamMH HacTPOHKH 31eChb SBJAIOTCHA Crie-
UHaJIbHbIE ONepaTopbl, PYHKLUMH H NpPOLEAYpbl, KOTOpble O00aBAAIOTCA K
A3bIKY NPOrpaMMHPOBaHUS C LEJIbIO PACLUIMPEHHS €r0 BO3MOXHOCTEH.

® onepauMoHHOA cHcTembl. -Ha 3TOM ypoBHE BO3MOXHOCTH ONEpaLHOHHOH
CHCTEMDbI PaCILHPAIOTCH MyTeM A00aBJICHHA HOBBIX DYHKLMH.

®  apXHTEKTYpbl KOMIbIOTEPHOH CHCTEMbI. 3A€Ch HCMOJIb3YIOTCA OCOOEHHOCTH
CTPYKTYphl KOMNDbIOTEPHOH CHCTEMBbI. Ha 3TOM ypoBHe K cHCTeMe MOryT 10-
6aBAATLCT HOBblIE KOMNOHEHTBI, BO3MOXHO H3MEHEHHE TOMOJIOTHH CHCTEMBI
HT.A
OtoGpaxenue 3aaauu MOXKET NPOMCXOONTb B IBYX peXHMax — cmamuuec-
Kom ¥ Qunamuueckom. [IpH CTaTHYECKOM BCE HEOOXOOMMbIE H3MEHEHHS COOT-
BETCTBYIOLLErO YPOBHS KOMMbIOTEPHOH CHCTEMbl NPOM3BOAATCA 3apaHee U Bpy4-
Hy10. [1151 IMHaMHUYECKOro peXXnma BCe MECTa H3MEHEHHA OnpenesisioTcs 1o Xo-
A1y BbIMOJIHEHHS 3a0a4H, ¥ H3MEHEHHA NMPOU3BOAATCA aBTOMAaTHUECKH, 3aTeM 3a-
naua repe3anycKaeTcs Ha yKe HaCTPOEHHON KOMMNbIOTEPHOH CHCTEME.
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Hacrpolika Ha ypoBHe OnepalMOHHOH cHcTeMbl. PaccMoTpenus GyayT
NpoBOAMTBCA AJIS  3aday, MO8 KOTOPbIX CYIIECTBEHHbIM SBJIAETCA HX
pacnapajijie/TMBaHHe No Xody BbmosiHeHMs. OOblYHO 3TH 3aJauM coaepxar
Gosiblioft oObeM BbIUMC/ICHHH, M UE/IBIO  pacnapaslie/IMBaHUs  SIBJIAETCH
yMeHbLLIEBHE BPEMEHH MX BbIMOJIHEHUS.

[MapannesibHoe NPOrpaMMHPOBAaHHE, OYEBUAHO, TPeOYET HA/IMUMA COOT-
BeTCTBYIOLUEH cpeabi 06C/1yXHBaHHsA, TO €CTh BO3HHKaeT mpobsieMa co3naHWs
cneuxdasbHOH ONepauHOHHOH CHCTeMbl, KOTOpas obecneunia Obl ynpaBaeHue ne-
penaueil NaHHbIX, B3aMMOAECHCTBHEM NPOLECCOB, AHHAMHUYECKHM PEKOH(HIYypH-
poBaHHeM cHcTeMmbl. HuXxe paccMaTpuBaioTcsi HauboJiee H3BECTHble Ha ceroa-
HSLHHA IeHb ONEPAUHOHHbIE CHCTEMbI, KOTOPbIC NOAAEPKHBAIOT NApAAHIMbl Na-
pai1e/IbHOrO NpOrpaMMHpoBaHis. OTMETHM, YTO BCe pacCMaTPHBaEMblE CHCTeE-
Mbl NOOAEPXHBAIOT TOJIBKO DEXHM CTaTHYECKOro OTOOpaXeHWA 3aJayd Ha
KOMIIBIOTEPHYIO CHCTEMY.

PVM

PVM (Parallel Virtual Machine) [7,16-19] — aTo HagcTpoiika Haa onepau1oH-
Hoit cucteMoit Unix, KoTopast NO3BOJIAET PaCCMaTPHBATh Pa3HOPOAHYIO KOMINbIO-
TEPHYIO CHCTEMY KakK €IMHYIO BHpPTyasibHyI0 MalunHy. CxeMa (pyHKUHOHHpOBa-
Hus PVM (7] npuseneHa sa puc 1.

OcHoBHas cocraBisiomias ynpapasiomas 4acte PVM - PVMD (memon
PVM) - nonnepxuBaeT ciiefyoiliHe CPEeACTBAa HACTPOHKH 3a/ay Ha 3alaHHYIO
KOMIbIOTEPHYIO CHCTEMY:
®  ympaB/IeHHE MEXAHH3MaMH NMepenauu coobuueHuit ¢ ONHOBPEMEHHOH KOHBEp-

Tauueil POpMaTOB JAHHBIX;

e pacrnpenesieHHe 3aJay MeXJy KOMNbIOTEPaMH, BXOASALIMMH B COCTaB BHp-

TyaJsIbHOH MalLMHBI, IPH 3TOM YUYMTBIBAIOTCS 3arpyXeHHOCTb H NOTEHLHab-

Hble BO3MOXHOCTH KaXXA0I0 KOMNbIOTEpa.

PYMD
Sparc
Station

Puc.1. Cxema pyrkunHonsHpoBanus PVM.
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B PVM no6asnenbl cneudasnbHble (PyHKUNH, NMO3BOASIOWME NOOAEPKHBATD
AUHAMHMYECKYIO peKOoHdurypauuio cucrembl. Jliobas 3amaua MOXeET caMOCTOSA-
T€NbHO NOOABUTh HJIM YAQJIATh BbIYHCIIMTE/IbHBIA I1EMEHT U3 BUPTYa/IbHOH Ma-
wHHbl. KpoMe Toro, ntobas 3afaua MOXET CaMOCTOSITE/IbHO 3aNyCTHTh HJIH yJa-
JIUTb NIPOM3BO;IbHOE KOJIMUECTBO 3aa4.

OTo6paxenne 3a1aua—MailMHa He OOS3aTE/ILHO SBJAETCH OTOOpaxeHHeM
ONMH K OAHOMY: Ha KaXmoH MaluMHe MOXeT ObITb 3anylUE€HO OAHOBPEMEHHO
HECKOJTbKO TipoueccoB. Jlpyrasi 0coGeHHOCTb — JiorudecKass B3aHMOCBSI3aHHOCTb
npoleccoB. Bce 3anyiieHHble B paMKax OJHOrO Tnpouecca 3aaayd MOTryT
HanpsiMyro OOMeHWBaTbCcs cooOuweHnssMH. OOMEH COOOLIEHHSIMH TIPOHCXOOUT
aCHHXPOHHO: MpOLECC, NOChIAIOLMit cooblieHne, He NOXHUAAeTCs ero mpHema
agpecatoMm. [logmepXuBalOTCA  TakXe  ChElUHa/bHbie  CpeacTBa AN
CHMHXPOHM3aLMH mnpoueccoB. [lnsg NpoueccoB, 3anylIEHHbIX Ha Pa3JIHYHbIX
apXHUTEKTYpHbIX nuaTopMmax, NpH nepegaye COOOUIEHMH NPOU3BOAMTCH
aBTOMaTHYeCKasi KOHBepPTaLHUs (pOpMaTOB JaHHBIX.

MPI

MPI (Message Passing Interface) [18-21] — aTo cpena a/19 nmapasijieJibHbIX
BbIUHUCJIEHHH, KOTOpas cooepXHUT Gosbuiylo O6ubanoTeky (PyHKuUMi nepegauu
JAHHBIX, UCNIOJIb3yeMbIX /1S LIHPOKOro KPYra JIOKaJIbHbIX MYJIbTHKOMIIbIOTEPOB
H MacCOBO-TapajjesbHbix KomnbioTepoB. OnHako MPl He nomgepxuBaet
ynpaBJieHHe TpoLecCaMid H KOH(QHUIYpHpPOBaHHE BUPTyasibHOH MaulnHbl. Takum
o6pa3oM, MPI MoxHO paccMaTpuBaTh Kak NPOMEXYTOYHbIH yPOBEHb MEXAY
annapaTHbIM YpOBHEM H YPOBHEM OfE€palHOHHONH cucTeMbl. Ha ceromHsiiHui
nesb MPI sBasierca Haubosiee pacnpocTpaHEHHOH Cpenoit AJ1s MapaJsiyiesibHbIX
BbIUHCJ/IEHHIA, -HCIIOJIb3YEMOH, B YaCTHOCTH, HE TOJIbBKO AJ1S1 HCCJIEAOBATE/IbCKUX
ueJsielt, HO U AJist pa3pabOTKH KOMMepUEeCKHX NMpoaykTos [22, 23].

P4

B P4 [24] cpeacTBaMK HacTpORKH ABJSIOTCSA YTH/IMTHI B DyHK LMY, pa3pabo-
TaHHble [U1A MapaJijie/IbHOTO [porpaMMHpoBakHs. P4 noanepXuBaeT ABa peXH-
Ma NporpaMMUpPOBaHHUS: MOJe/b pa3aesiseMoit naMaTH (shared-memory model) 1
Mone/1b pacnpeaesieHHoft maMsaTu (distributed-memory model). dna mogenu ¢
pacnpenesieHHol naMaThio P4 nognepxuBaeT pyHKUMH nepedaud OaHHbIX. Y1I-
paBJIeHHE MpoLiecCaMH OCHOBAHO Ha MCMOJIb30BaHHK KOH(HIypauMoHHoro ¢aiina,
KOTOPbIA €CTb Ha KaXAO0H MaLlHHe.

Hacrpoiika Ha ypoBHe cpebl nporpaMvHpoBaHus. QueBHAHO, YTO pa3pa-
60TKa mapassiesbHbIX TPHIIOXKEHHA TpeGyeT HaTUUYHS COOTBETCTBYIOLLEH Cpeabl
NpPOrpaMMHPOBAHHUS, KOTOpasi NoaaepXuBaeT pyHKUHH oOMeHa AaHHbIX, CHHXPO-
HH3aLHH MPOLECCOB H T.J. B 0630p BK/IIOUEHBI CYLIECTBYIOUIME CPeabl B A3bIKH
napasi/ieJIbHOro NpOrpaMMHUPOBAaHUsl, KOTOpblEe MOTYT ObITb HENOCPEACTBEHHO
KCTOJIb30BaHbI (MO KpaiHeR Mepe, B HAEHHOM CMbICJ1E) IJ1s JIOKAJ/IbHBIX MYJIbTH-
KOMIMbIOTEPOB. [IpHBOAMTCS Tak Xe HX CPABHHTEJIbHASI XapaKTEPHCTHKA.

PVM

HAns pa3paboTku mporpamm, pabortatoiux B cpege PVM, nocrasnsieTcs
cneuvanbHas ~ OubamoTeka  yHKuMil,  noakJiovaeMas K A3bIKaMm
nporpammupoBaiud C u Fortran. bubsmMoTeka comepXuT pa3HooOpa3Hble
dyskunn obMeHa cOOOLIEHHSIMH, KOH(UIYPHPOBAHHA CHCTEMBl, CHHX POHH3aLIHH,
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MHMUMALKMK H TepMHHauud npoueccos. [lopnepXxuBaloTcs Momes M mnporpam-
mupoBaHus Master-Slave u SPMD (single-program, multiple-data) [16].

MAJSIK

S3vixk MASIK [2] Gb1s1 pa3paboTaH 411 MaKpOKOHBEHEPHbIX KOMIBIOTEPHbBIX
cucteM. OH HMeeT nBa ypOBHA NPEACTaBJIEHUS NPOrpaMM, KaX bl U3 KOTOPBIX
MOAAEPXHUBAETCS Pa3/IMYHBIMH CPEACTBAMH ONEPALMOHHON CHCTEMBI.

IlepBblif ypoBeHb cOaepXHT OObIuHbie OnepaudH Mepeaayvd OaHHbIX H
NoIIEpXHBaeT TaKXe AMHAMHYECKOE pacnapasiyiesiuBaHHe nporpamm. Kpome
TOro, MoAAepXHBalOTCH 06e MOJE/ I MaMATH: pa3fesifieMasi M pacnpeaesieHHas.
Ha atoMm ypoBHe noaaepxuBaerc Toa1bko SPMD Mozeib nporpaMMHpOBaHHS.

Bropo#i  ypoBeHb NOAAEpPXMBAET  OMHAMHUYECKYK)  KOH(PHIypaLHio
BHPTYaJIbHOI! MALUMHbI, 2 TAKXKE MOJEJIb porpaMmupoBaHus Master-Slave.

Split-C

Split-C [25] — ato pacimpenne s3bika nporpaMMipoBaHus C, cnelHasibHO
paspaboTaHHoe 1S nmapasisiesibHOro nporpammupoBahus. Split-C ocHOBaH Ha
MOJE/IH pa3fesisieMOi MaMsATH, HCHOJb3yloiledl rnoGasibHbie YKa3aTead A
oOMeHa  maHHbIMH. SI3bik  nogmepxuBaer ToJIbkOo  SPMD  momesb
MpOrpaMMHpPOBaHHUsi H He NOAAEPXKHBAET AMHAMHYECKOE KOH(HUIYypHpOBaHUE
CHCTEMBI.

ORCHID

ORCHID [26, 27] - cpema Ans napajule/IbHOrO NPOrpaMMHpOBaHMS B
pa3HopoaHoii komnbioTepHoit cucreme. ORCHID comepxutr 6GoJibLioe
MHOXECTBO YTWJIHT, peaJli30BaHHbIX Ha sA3blke mnporpamMmupoBaius C, ¢
NIPOCTHIM MO/1b30BaTE/IbCKHM HHTep(ericoM. Hanbosiee Henoib3yeMble H3 HHX -
3TO yTHU/IMThI OOMEHA IaHHbIMH, YTHJIHTBI CHHX POHH3aLIMH 3aay, IMHAMHYECKOro
pacnpenesienns npoueccoB W T.A4. ORCHID noanepxusaer onucanue swodoit
BHPTYaJIbHOH TOTIOJIOTHH.

SONiIC

SONIC (Shared-Memory Net-interconncted Computer) [28] ocHoBaH Ha
NPHHUHNAX OObEKTHO-OPHEHTHPOBAHHOIO MPOrpaMMHPOBAHHSA, W €ro rJsaBHas
OCODEHHOCTb — HCMOJIb30BaHHE KONUPDYeMbIX pa3denfembix o00vexkmos
(Replicated Shared Objects), xkoTopble MMEIOT B CBOEM OINHCAHWH OleEpaLHH
nepenauu OaHHbIX W CHHXPOHHM3aUuH npoueccoB. [lpyro# OCHOBHOH KOMIIOHEHT -
cepsuc pacnucanui (Scheduling Service) — no3BonsieT pe3epBHPOBaTH
HeoGxoanMoe KoJsinuecTBO uuksioB LMY ansa mapansiesibHbiX BBIYMCJIEHHA Ha
KaXIOM BbIYHCJIHTEJIBHOM dJieMeHTe. TpeTuit KOMMOHEHT — cepauc yo0aneHKoco
evtnonnenus (Remote Execution Service)— ynpassiseT HHHLHAJIM3aLked H
TepMuHauMel! napajuiebHbIX npoueccoB. Haxoweu ynoOHbit rpacuuyeckuh
HHTepdeiC NoJIb30BaTeNA MO3BOJISIET ONpPEAC/IMTh OLHOPOAHYIO BHPTYa/TbHYIO
MaLlIHHY, OCHOBaHHYIO Ha KJ1acTepax pabounx cTaHUHMH.

B TaGsmMue npHBOASTCA CpaBHHUTE/IbHbIE XapaKTEPHCTHKM PacCMOTPEHHbIX

BbIllle CHCTEM MapasUyIe/IbHOr0 MPOrpaMMHPOBaHHA NMO HX (PYHKUMOHaJIbHBIM
BO3MOXHOCTSAM.
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Hacrpo#ika Ha ypoBHEe apXHTEKTYpbl.

Apxutektypa VLIW, Apxurektypa VLIW (Very Long Instruction Word)
{29-32] - 2710 cneunanbHas apXMTEKTypa, KOTOpasi NO3BOJISIET pacmapas-
NeMBaTh NPOrpaMMy Ha YpOBHE KOMaHJ NpoLeccopa.

[Tpoueccopsl, UMeIOLLME TaKyl0 apXUTEKTYPY, 06pabaThiBalOT 3a TaKT OJHO
IJIMHHOE KOMaHOHoe cJIoBo. M3 Kkdia KXomaHa BbiOMpaeTcs O4YepeHoe
KOMaHIHOEe CJIOBO, COCTOSAIiee M3 HECKOJbKHX HE3aBHCHMBIX NPHMHTHBOB, H
OTNpPaBJISETCS Ha Mapasule/IbHOE BBIIOJIHEHHE. OTH BO3MOXHOCTH VLIW
POLIECCOPOB UCTIOJIb3YIOTCS CrieUHaIbBHbIMH KOMITHIISITOPaMH, TeHepUPYIOILHMH
KOJI, B KOTOPOM MOCJIEA0BATE/IBHO CCPYMMKPOBAHBI NAPAIIESIbHO BhiNOHAEMbIE
KOMaH[bl. Jloruka ynpaBsienus pabotoit npoueccopa ¢ apxurektypot VLIW no-
BOJIbHO NMPOCTa, TaK KaK He TpeOyeTcs HH AHHAMHYECKOrO pacnpene/ieHHus, HH
nepeynopsAaao4YuBaHus onepaumii (kak B OOJIbLIMHCTBE COBPEMEHHBIX CynepcKa-
JISIPHBIX MPOLECCOPOB), AOCTAaTOYHO Pa3MECTHTb Ha npoleccope 6oblie perucT-
POB H (PYHKUHOHAIBHBIX YCTPOHCTB.

B Hactosiee BpeMsi npoBoasATCA paGoThl MO CO3JAHUIO KOMIHJISATOPOB,
TPAHCJIMPYIOWHMX OOBEKTHBIA KO, CreHepUpOBAHHLIH AT TPagHUMOHHBIX apxu-
TEKTYp, Ha apxuTekTypy VLIW. Iloapobubiii 0630p pabor, paccMaTpHBarOLMX
npo67ieMbl NPOEKTHPOBAHUA NPOrpaMMHOro OOecneYeHUS AJISL apXHTEKTYPphI
VLIW H, B yaCTHOCTH, yKa3aHHbIX KOMMNHJISTOPOB, ApHBeaeH B paGote [33]. Oc-
HOBHbIE NPHHUHMIIBI apXHTEKTYpbl VLIW ucrnonb3oBaHb! B HoBeillunx pa3paboTkax
ApXHTEKTYphI MHKponpoueccopoB 1A-64 [34] xomnauuii Intel u HP n Power4 [35]
Kommnanun [BM.

Knacrepable cHcTeMbl. Bblusc/iuTenibHast KJlaCTepHas CHCTEMa — 3TO
COBOKYMHOCTb KOMIBIOTEPOB, O0beIHHEHHbIX B PaMKaX HEKOTOPO#H CeTH AN
pelleHHss KOHKpeTHOH 3amaun. Kaxnabit xomneiorep o B3 paGotaer noa
ynpaBJleHHEM CBOEiH KOMHMHM oOnepausoHHOH cuctembl. MowsocTe B2 moxer
MEHATbCA B Mpeaesjax OOHOro KJacrepa, uTO M03BoJseT cobupaTthb
HEOHOPOMHbIE KJIACTEPHBIE CHCTEMDI.

OnuH 13 nepBbIX NPHMEPOB KJIaCTEPHBIX CHCTEM — KuiacTep Beowulf [33, 36,
37], 6pin1 pa3paboran B 1994 roay. OH cocrout u3 17 npoueccopos Intel
486DX4/100 MI'y. Ha xaxaom y3ne ycTaHoBJsieHO 3 ceTeBbix Ethernet ananTepa.
Hnsa pabotet B TakoH KoHcpurypauuu Obuiv  pa3paloTaHbl CrieUHasibHbIE
IpaiiBepsl, pacrnpede.isiowne Tpauk MeXAy AOCTYNHbIMH CETEBbIMH KapTaMH.
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[pyroi#t npumep KnacTepubix cucreM — kJjacrep the HIVE (Highly-parallel
Integrated Virtual Environment) {37-38]. OH cocTouT M3 ueTbipex noaxJiacTepos
n obbenunser 332 npoueccopa. B 1998 rony 6nin nocTpoen cynepkommbioTep
Avalon (33, 37, 39], koTOpbIi NnepBOHaYaIbHO COCTOSIT M3 68 mpoleccopos, a 3a-
Tem Obl1 paciunped go 140. Ha xaxaom y3ne 6b110 ycraHoBieHo 256 M6aum
onepaTHBHOR maMsTH, XecTknMi nuck na 3 I'6afiTr u cereBoit amantep Fast
Ethernet. B anpene 2000 roga ans GHOMEAHLMHCKHX MCCJIeOBaHuit Obl1 pa3pa-
6oran knactep Velocity+ [37,40], cocrosaumii u3 64 BD ¢ mByMs npoueccopamu
Pentium 111/733 MTI'y u 2 I'baim onepaTWBHOK NMaMsATH KaXabli. ITH, a TakXKe
ApyrHe COBpEMEHHble KJIaCTepHble CHCTEMbl NMOAPOGHO paccCMaTpUBAlOTCH B
[41,42].

Ilapannenbuan cerepasn apxurektypa CNA. Knactepnbl pabounx craHumit
MMEIOT MHOrO MPEHMMYLUECTB ~ TaKHX, KaK HH3Kafg CTOHMOCTb, MPOCTOTA
3KCIJ1yaTallid, OTKPbITOCTb apXHTEKTYphl. B TO Xe BpeMs nokas3aHo, YTO OHH
NOOXOAAT A1 PELeHHs 3a[ay, He TPeOYIOIWMX HHTEHCUBHOrO OOMEHa NaHHbIMH,
TaK KaK C YBEJIMYEHHEM KOJIHUECTBA HCHOJb3yeMbiX pabouMx CTaHuMi
NPOMCXOJHT pe3Koe yXy/lleHHe BpeMeHHbIX noka3aTesieit [41] (puc.2.).

A

BpeMs BbINOAHERHS

4’

KosinyecTBo padounx CTarumi
Puc.2. TeHaeHUHs HACDILIEHHS KJ1acTepOB paGoyHx CTaKUMIA.

Jng ynyuuieHus NpencTaBNeHHS TIPU MCMOJIb30BaHWM KJ1acTepoB pabourx
cTaHumit npensiaraercs ucnosnb3oBatb CNA (Concurrent Network Architecture) —
napaji/IeSIbHYl0  CeTeBYK)  apxuTekTypy [41-45], «koropas  sBAasercs
paciuvpenremM 6a30Boff KJacTepHo#t apxwutexTypsl. PaGoune cranumu B CNA
pacrnoJIoxkeHbl B BUae pery IspHoit n-MepHo# peweTkH (puc.3.). Kaxnas pabouas
CTaHUMS MOACOEAMHEHa K N Pa3J/iHYHbIM H HE3aBHCHMbIM CETEBbIM KaHaslaM H
MMeeT N pa3J/IMuYHbIX ceTeBbIX ampecoB. Kaxmbld npoueccop B 3TOH cHCTeMe
OOJIXEH BbINOJIHATD TaKXe 3a1a4y MapLIPYTH3aLMH MO BCEM CETEBbIM KaHaIaM.
OnmHuM M3 ryaBHBIX BOMPOCOB B TaKMX CHCTEMAaX SB/SETCH ONpEesiCHHE
HeoOxomumocTH aoGaBnennst HoBoro u3meperus B CNA. [lonosuuTesibHble
CpencTBa, HaJMYMe KOTOPbIX TMO3BOJIAET [MHAMHUYECKH J00aBUTb HOBOE
H3MepeHKe B MPoLecce pacnapasi/ie/IMBaHus 3a1auM, ONUCaNbl B [41].

B [42—44] pewlaercs 3anauya BHIOOpa ONTHMALHOTO MaplUpyTa AOCTAaBKH
Coo0LUEeHU ¢ MOMOLUBIO CTELUHaIbHO Pa3paGOTaHHOrO NEMOHa KOMMYHHKALHH,
nossonsiiowiero 3 @ex THBHO MCNOJIb30BaTh KOMMYHHKALMORHBIE KaHa bl CNA.
Ilpu 3TOM yuHTBHIBaIOTCA AJIMHA MApIUPYTa W 3arpyXKEHHOCTb KaX0ro KaHaa.
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B [45] paccMaTpuBaeTcs 3aa4ya ONTHMAJIbHOIO OTOOpaXX eHUs BHIUMC/IH-
TEJILHOrO MPOLIECCa, NMPeCTaB/IeHHOro B Buje rpaga 63 UMK JI0B, Ha JIMHEHHYIO
KJIaCTEPHYIO apXUTEKTYypY, a Takxe Ha CNA.
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Puc.3. Isyxmepnas monesas CNA.

3akmouenne.  BBuay — oueBMAHbBIX  TpPyAHOCTEH  popmasiM3aunu
paccMoTpeHHbIX noaxomoB K Hactpoiike JIMK Ha 3amaud nosib3oBatesisi B
paMKax eaWHOH Moae/ M OAJI1 MX Ka4yeCTBEHHOrO CPaBHHTE/IbHOO aHaJIM3a
€OVHCTBEHHO BO3MOXHBIM METONOM Ha [aHHOM JTamne MNpeacTaB/IgeTCs
NpoBeNcHHE IKCMIEPUMEHTOB M BbINOJIHEHHE CPAaBHEHWH Ha KOHKPETHBIX 3agavax
NOJIb30BaATENS.

B nmocneayrooumx ny6smkauusix 6yayT paccMorpeHbl Hactpoiika JIMK Ha
HEKOTOpble KOHKpeTHble 3ajlauM [0J1b30BaTesied B paMKax ONHCaHHBIX Cped H
OLIEHKA UX 3P (PEeK TUBHOCTH.

Pa6ora BbinosnHeHa B pamkax rpaita CRDF #374100.

Kaghedpa aneopummuueckux s3eikos Ilocmynuna 03.10.2000
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Znnjuomd nhnwpyymu t oqunugnpdnnGph luGnhplGhph Ypw YndwyynuntpwihG
huwdwlwpqbph wpnwwwwybpiuG wpnpibidp: Ripymd t gnympymlG mGhgnn
dhengGliph yapmompymbp Ynduymnbpw)hG hudwlwpgh nwpphp dwwpnuyGeph
hwdwp, jwwnwpdmd £ Gwb wyn dhengGhph hwibdbwinmpymG pun $mGYghnGuy
hGwpwynpmipymGGtph: Npwbtu YnduymwuwbpwjhG hwidwhwpg phuwplpmyd tniug
dnipnhhwdwjupghyGtph nquup, npnGp wy Yhpy Ynggmd L6 wypowwnwlpuyhG
YuwjwGbtph YuuenbpGp:

LE. BOYAKHCHYAN, S.K. SHOUKOURIAN

TUNING OF LOCAL MULTICOMPUTERS
TO SPECIFIC TASKS

Summary

The problem of tuning of computer systems to specific tasks is considered. A
review of existing tools that provide tuning on different levels for a specific class
of computer systems named local area multicomputers is presented. A comparative
analysis of considered tools is given according to their functional characteristics.
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