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In the present paper the type correctness problem is considered for functional 
programs without the type information. The aim of this research is to prove that 
there is no algorithm to reject all programs, during execution of which the type 
error would occur and accept all programs, during execution of which the type 
error would not occur.  
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1. Introduction. The compile time type checking is important in any 
programming language for purposes such as the early detection of programming 
errors, for doing optimizations etc. In the present paper we consider the compile 
time type checking problem for functional programs, where no explicit type 
information is provided by the programmer. Ideally, it would be excellent to have 
such a type checking algorithm to determine whether during the execution of any 
given arbitrary program by the interpreter the type error occurs or not. It will be 
shown that no such an algorithm exist even for the terms that can be also treated as 
functional programs with one non-recursive equation. For proving the main 
theorems of this paper, we shall widely use important properties of Iλ  system 
introduced in [1]. 

2. Definitions Used and Preliminary Results. Let the Te  be a 
countable set of term variables and the  be a countable set of term 
constants. 

rmVariable
Constant

Definition 2.1.  The set of terms  is defined as follows: Term
1) Term⊥∈ and is for representing type errors; 
2) if ,x TermVariable∈  then ;x Term∈  
3) if ,c Constant∈ then ;c Term∈  
4) if x TermVariable∈  and ,M Term∈  then ( )xM Termλ ∈ , and we say 

that the term ( )xMλ  is obtained from term variable x  and term M  by means of 
abstraction operation; 

1 2, ,M M Term∈  then 1 2( )M M Term∈5) if , and we say that the term 

1 2( )M M is obtained from terms 1M  and 2M  by means of application operation. 
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The no urrence of a variable in a term and the 
notion of a free variable of a term are introduced in a conventional way. The set 

tions of a free and bound occ
of 

all free variables of a term M  is denoted by ( ).FV M  The notion of congruency 
( )≡  of two terms is also introduced in a conventional way. We will use the 
following abridged notations

1. The term 1 2( ( ) )k

: 
M M M… …  is denoted by 1 2 kM M M… , where 

,iM Term∈  1, ,i k= …  and k ≥ 2;  
2. The term ( ) )))kx M1 2( ( (x xλ λ… …  is denoted by ,k1 2 .x x x Mλ λ …  where 

,ix TermVariable∈  1, , ,i k= … 1,k ≥ ;M Term∈  
3. By 1[ , , ]kM x ote the term x…  we den M mentio  also mutually ning

different term variables 1, , kx x…  that interest us, where 1;k ≥  
4. By 1 1 , : ]k kM [ : ,x M x M= =…  we denote the term obtained by the 

simultaneous substitution of the terms 1, , kM M…  for all free  occurrences of the 
variables 1, , kx x  respectively…  into the term ,M  where 1k ≥ . 

The notion of β -reduction, one step - β -reduction ( ),β→  β -reduction 
( ),β  β -equality ( ),β=  β -redex, β -reduct, β -normal form and strongly         
β -normalizable terms re defined in a standard way. The aa set of ll β -normal 

is noted as .forms  de NFβ −  
Definition 2.2. Any relation 2Termδ ⊂  is called a notion of δ -eduction, if 

the following conditi  sons are atisified: 
1) if ( , ) ,M M δ′ ∈  then ,k1M cM M…  where c Constant,≡ ∈  ,iM Term∈  

1, , ,i k= …  1;k ≥  
( , )M M δ′ ∈2) if  and (M , ) ,M ′ δ′ ∈  then M M′ ;′′≡  

e ists an algorithm such that for any input term  where 3) there x 1 ,kcM M…
,c Co M ′nstant∈  ,iM Term∈  i k1, , ,…  1,k ≥  i  re urns term= t t   such that 

1( , )kcM M M δ′ ∈…  or returns no, if there does not exist any te m r M ′  such that 

1( , )kcM M M .δ′ ∈…  
mention only those properties of notion of Here we δ -reduction that we 

aper. The real notion of need in this p δ -reduction must also have other properties 
that are necessary, when proving some important propositions, e.g. uniqueness of 
βδ -normal form etc. One-step δ -reduction ( ),δ→  δ -reduction ( ),δ  δ -equali-
ty ( ),δ=  δ -redex, δ -reduct and δ -normal form are defined in a standard way. 

Definition 2.3. Let δ  be some notion of δ -r u elatioed ction. The r n β δ∪  is 
cal   otion of led a n βδ -reduction. One-step βδ -reduction ( ),βδ→  βδ -reduction 

βδ( ),  βδ -equality ( ),βδ=  βδ -edex, βδ -reduct and βδ -normal f are 
defined in a standard way. 

of 

orm 

Now let us define the notion βδ - ction strategy. 
Defition 2.4. The map 

redu
:R Term Term→ is called a βδ y, if -reduction strateg

M  and M  is not βδ -normM ( )R Mβδ  for any term if al form, then there 
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1M Term∈  such that ( )1M M Rβδ βδ→ M . The strategy R  is called one-
f for any term ,

exists 
step strategy, i M  which is not βδ -normal form, ( ).M R Mβδ→  
The strategy R  is ffective strategy, if  called an e re exists an algo ithm such that 
for any input term 

the r
M  it returns ( ). R M  

Let us define the subset of terms ,TermI  which plays an important role in 
this paper. 

Definition 2.5. The subset of terms Term⊂ is defined as follows: 
1) if ,

TermI
x TermVariable∈  then x T ;erm∈  

2) if ,x TermVariable∈  M TermI∈ x FV and (M ),∈  then ( ) ;xM TermI  λ ∈
3) if 1 2, ,M M TermI∈  then ( ) .1 2M M TermI∈  

e will present Church–Rosser Theorem terms o
r e m  2

Now w  [1] about the f  .TermI
 If M  has a -normal form, then MT h e o . 1 .  Let .M TermI∈ β  is a 

strongly β -normalizable term, i.e. any sequence of β -reductions in term M  
reduces it to its β -normal for

Let us present some abridged notations and coding of natural numbers using 
terms of .TermI  

,I x

m. 
 

1. .xλ≡  . ,T xy yIIxλ≡  . ,F x xIIIλ≡  . ( ) ;Zero x x TF TTFλ≡  
2. 0 ,M M M′ ′ 1n n≡ , M M MM M+ ′ ′ ,M M Term′∈  and 0;n ≥  ≡  where 
3. 0 .C xy x ,IIyλ≡  . ,nC fx xλ≡  where nf

t tw  a  from [1] ple 
1.n ≥  

Nex o lemm s present some sim β -equalities, which are 
used later s pa e .  in thi p r

L e m m a  2 . 1 .  The following β -equalities hold: 
1. 0ZeroC Tβ=  and ,  where 1;n ≥  nZeroC Fβ=

2. ,III Iβ=  ,TII Iβ=  ,FII β I=  ,nC II Iβ=  where
m m

 0.n ≥  
L e a  2 . 2 .  Let , ,P PII Iβ=  and .QII Iβ=Q TermI∈   Then the following 

β -equalities o d: TPQ  and .Pβ= Fh l PQ Qβ=  
It is obvious, that the er ountabl nce we can 

enumerate erms of TermI  u ral nu  u
set of terms mI  is a c e set. He

 t sing natu mbers. Let s fix one such effective 
enume

T

ration and denote number of term M TermI∈ in this enumeration by .M   
Definition 2.6. Let : A Nϕ →  be an arithmetic function, where kA N⊂  and 

1.k ≥  Then ϕ  is said to be defined b  y the term M TermI∈ , if the fol inlow g 
conditions are satisfied: 

1) if ( , , )kn n A∈…  and 1( , , ) ,kn n mϕ =…  then ;
kn m1 1nMC C Cβ=…  

2) if 1( , , )kn n ∉… A , then 
1 kn nMC C…  has no β -normal form. 

r e m ]). T unctionT h e o  2 . 2  (Kleene [1 he arithmetic f  : ,A Nϕ →  where 
kA N⊂  and  can be defined by the term of TermI , iff  1,k ≥ ϕ  is a partial 

recursive function. 
3. Main Results. Before presenting main theorems of this paper, let us 

introduce several definitions and see what does the phrase “term contains type 
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0 ( )R M M≡error” mean. We will use the following abridged notation:  and 
) ( )),R R≡  where ,1( (n nR M M+ M Term∈ R  is a βδ -reduction strategy and 0.n ≥  

Definition 3.1.  and RM Term∈  is a βδ -reduction strategy. We say  Let 
that M  contains a type error in ,R  if there exists 0n ≥  such that ⊥  is a subterm 
of term ( ).nR M  

Definition 3.2. et R  is a βδ -reduction strategy. W  L M Term∈  and e say

that  if there exist 0n ≥ ch that ( ) ( ).n1nR  terminates on ,M s  su R M R M≡  
Otherwise, we say that 

+

R  does not terminate on M  .
 is called recursive, if the set { | }M M A∈  Definition 3.3. The set A Term⊂

of nat sive.  
 

ural numbers is recur
Definition 3.4. Let  be s no f δ ome tion o δ -reduction. We say that 

c C stant∈  is a constant of 0-order for 1, , ,nM M Term∈…on ,δ  if for any  

1( , ) ,cM Mn δ⊥ ∈…  where 1.n ≥  
For the reminder of this sume that there exists at least o  

constant of  0-order for all noti
 paper as ne common

ons of δ -reduction to be considered by us. The 
follow

L e m m
ing lemmas are needed for proving the main theorems of this paper. 

a  3 . 1 .  Let ,M TermI∈  1 nxM M…  is a subterm of term ,M  where 
,x TermVariable∈  ,iM Te∈  rmI 1, , ,i n= …  0n ≥ , and for at least one occurrence 

of 1 nxM M…  in ,M  occurrence of variable x  at the beginning of that subterm is 
free in .M  If ,M Mβ ′→  then there exists 1 nxM M′ ′…  subterm of term M ′  such 

that ,i TermI′∈  1, ,i n= … ccurrence of 1, and for at least one o nxM M′ ′… in ,M  M ′  
the occurrence of variable x  at the beginning of that subterm is free in .M ′  

To avoid mentioning the occurrence of subterm 1 nProof. xM M…  every 
time during the proof, assume that we deal only with such an occurrence of 
subterm 1 nxM M… able , for which the occurrence of vari x  at the beginning of 
that s .M  Assume that 0 0( . [ ])y M y Mλ ′  is a βubterm is free in -redex correspon-
ding to the one step β -reduction .M Mβ ′→  Let us consider 4 possible e cas s: 

1. The occurences of 1 nxM M…  and 0 0( . [ ])y M y Mλ ′  in M  have no 
common  evident, that in this case the same occurrence of 1 nparts. It is xM M…  
also exists in .M ′  

2. The occurrence of 1 nxM M…  is in 0.M ′  Since ,M TermI∈  then 
( [ ]).y FV M y∈  Therefore, there exists currence of 0 1at least one oc nxM M…

0 0[ : ]
 in 

M y M ′=  and hence in ,M ′  for which oc ce of variable curren x  at the 
beginning of it is free in .M ′  

3. The occurrence of 1 nxM M…  is in 0[ ].M y  Because of our agreement 
.x y≠  Therefore, it is evident that there exists an occurrence of 

] [ : ]n1 0[ :xM y M M y M′ ′= =…  in 0 0[ : ]M y M ′=  and hence in ,M ′  for which the 
 at the beginni of it is free in ng .M ′  xoccurrence of variable 
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4. There exists {1, , }k n∈ …  such that the occurrence of 0 0( . [ ])y M y Mλ ′  is in 
.kM  It is evident, that in this case there exists an occurrence of 1 k nxM M M′… …  in 

term ,M ′  for which the occurre riable nce of va x  at the beginning of it is free in ,M ′  
where kM ′  is obtained from kM  by replacing 0 0( . [ ])y M y Mλ ′  with its β -reduct. 

Corollary 3.1. Let ,
Lemma 3.1 is proved. 

M TermI∈  1 nxM M…  is a subt rme  of term ,M  where 
x Te∈ ,rmVariable  ,iM TermI 1, , ,i n∈  = …  0n ≥ , and for at least one occurrence 
of 1 nxM M…  in ,M  the occurrence of variable x  at the beginn that subterm 
is free in .

ing of 
M  If ,M Mβ ′  then there exists 1 nxM M′ ′…  subterm of term M ′  suc  

that ,i

h
M TermI′∈  1, ,i n= … , and for at least one ccurrence of 1 nxM M′ ′…  in o ,M ′  

the occurrence of variable x  at the beginning of that subterm is free in .M ′  
Proof.  The proof fo ma 3.1.  

1 
 Let 

llows directly from L
Corollary 3. is proved. 
L e m m a  3 . 2 .

em

M TermI∈  has a β - ormal form, n R  is a βδ -reduction 
stra c  is a constant of 0-order for . Mtegy and δ  If c contains type error in ,R  then 
M c′  also l co rror in , M ′R  where .M  w ntain typil e e  is a β -normal form of 

Proof. First of all l Mcet us note, that during βδ -reductions in term            
β -redexes can be in the form cM M…  only, where ,1 n iM TermI∈  i =1, ,n…  and 

1.n ≥  Hence, the type error will occur, when replacing an arbitrary δ -redex with 
its δ -reduct, because
contradiction. Let us suppose that 

 c  is a constant of 0-order. We will prove Lemma 3.2 by 
Mc  contains a type error in ,R  but M c′  does 

not contain any type error in .R  Then it is evident that M c′  does not contain any 
c′  edex. Since M ′  is a β -norma form, Mδ -r l can c tain on β -redex only when 

0. [ ].M y M yλ′ ≡ ′  In that case at follows that [ : ]0M c M y cβ′ ′→ =  and [ : ]0M y c′ =  
es not do β -redex anymore. The term 0[ : ]M y c′ =  also does not contain δ -redex, 

otherwise, M c′  would have contained a type error in an arbitrary βδ -reduction 
strategy and hence in R  too. Here we can conclude, that if M c′  is not βδ -normal 
form, then it reduces to βδ - rmal form after one no β -reduction. Let us denote 
βδ -normal form  term  of M c′  by .M ′′  Since Mc  contains a ty e error in ,p R  after 
doing finite β -reductions in ,Mc  the strategy R  finally does one δ - , 
which brings to type error. Let us denote the term directly prior to t at first  

reduction
         h

δ -reductio  mentioned above by 0.n M  So 0M  has a subterm of the form 

1 .ncM M…  Let us forget that c  is a constant and assume just for a moment that c  
is a variable. In that case it is evident that 0, , ,Mc M M TermI′′∈  0Mc Mβ  and 
M ′′  is a β -normal form of .Mc  H e 0 .enc M Mβ ′′  Bassed on Corollary 1, we 
can conclude, that 

 3.
M ′′  has a subterm of the for  1 ,ncM M…  which contradicts 

the fact that 
m

M ′′  is a βδ -normal form.  
Lemma 3.2 is proved. 

m a  3 . 3 .  Let L e m M TermI∈  has a β -normal form, R  is a βδ -reductio  n
strategy and c  is a constant of 0-order for .δ  If Mc does not contain a type error in 
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,R  then M c′  also will not contain any type  where M ′error in ,R  is a β -no
m

rmal 
 of for .M  

Proof. First Mc    of all let us note, that during βδ tions in term -reduc        
δ -redexes can be in t  form 1 ncM M…  only, where ,iM TermI∈  he 1, ,i n= …  and 

1.n ≥ will occur,  Hence, the type error when replacing arbitrary δ -redex with its 
δ -reduct, because c  is a constant of 0-order Since . Mc does not contain the type 
error in ,R  the strategy R  does only β -reductions in term .Mc  We will prove 
L mma 3 y contradiction. Let us suppose that e .3 b Mc pe error 
in ,

 does not contain a ty
c′  contains a type error in .R  It is evident that M c′R  but M  does not contain 

δ -redex. Since M c′  must contain a type error in ,R  the term ,M ′  which       is a
β -normal form, must have the following form:  0. [ ].M y M yλ′ ′≡  Hence 
                                         0 0( . [ ]) [ : ].M c y M y c M y cβλ′ ′ ′≡ → =                               (1) 

It is obvious that 0[ : ]

 

M y c′ =  does not contain β -r
 

edex anymore, but it must 
have a subterm of the form 1 ncM M… otherwise, , M c′  will not contain a type 
error in .R  Let us forget that c  is a constant and th  that c  is a term variable just 
for a mom . In that case it is evide t that 0, , ]

in
ent n

k
[ :Mc M c M c TermIy′ ′ = ∈  and 

.Mc M cβ ′  Hence, according to (1), : ] .0[Mc M y cβ NFβ −′ = ∈  Since the 
ategy str R  does only β -reductions in term ,Mc  by  2.1 the strategy Theorem  R  

will reduce Mc  to the 0[ : ]y c′M  after finite β -reductions. On the other hand, =
M0 : ][y′ ub m c=  must have a of the form 1 ncM …  as is seen above. Thus,   s ter M
Mc  contains a type error in R  in contra

m
vention of the Lemma’s condition. 

Le ma 3.3 is proved. 
Corollary 3.2. Let M TermI∈  have a β -normal form, R  be a βδ -redu

strategy and 
ction 

c  be a constant of 0-order for  Then Mc  contains a type.δ  error in R , 
iff M c′  contains a type ror in ,R  where M ′  is er a β -normal form of .M  

Proof. e proof f ectly from Le ma 3.2 and Lemma 3.3.  
Corollary 3.2 is proved. 

 it is the time to present the main theo his paper. 
T h e o r e m  3 . 1 .  Le

 Th ollows dir m

Now rems of t
t R  be some βδ -reduction strategy. There is no 

algori yes, if MM Term∈  returns thm that for input term  does not contain a type 
error in R  and returns no, if  M  contai rrns a type e or in .R  

Proof. We will prove the Theorem by contradiction. Let us suppose that such 
an algorithm does exist. Assume that c  is a constant of 0-order for .δ  It is evident 

{ |A M TermI Mc= ∈  does not contain a type error in }Rthat the set  is recursive, 
because for determining whether the term M TermI∈  belongs to A  or not, it is 
sufficient to run the above existing  for the input algorithm  term .Mc  From 
recursiveness of A  follows recursiveness of the set {A M Term | }.

M
I MC A′ = ∈ ∈  

Hence there exists a total recursive function : N Nϕ → ch that ( ) 1,Mϕ =  when  su

M A′∈  nd ( ) 0,Mϕ =  whe .M A′∉  According to T eoa n h rem   2.2, there exists

0M TermI∈  such that ϕ  is defined by term 0 ,M  i.e. 
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                                             0 1,
M

M A M C Cβ′∈ ⇒ =                                            (2)  
                                             0 0.

M
M A M C Cβ′∉ ⇒ =                                            (3)  

Now we will construct a ne using the term 0 :w term M  

0. ( ) ,P x Zero M x M M TermIλ ′ ′′≡ ∈  where .M x x Aλ′ ≡ ∈  and . .M x x Aλ′′ ≡ x∉  Let 
us show the following: 
                                               

M
M A PC ,A′∈ ⇒ ∉                    

                     .
M

                                (4)
                          M A PC A′∉ ⇒ ∈                                                 (5) 

 First let us pr .1. ove (4). We have that M A′∈  Hence by (2), Lemma 2.1 
a 2.2, PC ≡ ( . ( ) )x Zero M x M Cand Lemm ( )Zero M C M M

M M Mβ0 0M′ ′′ ′ ′′→  λ

1 .ZeroC M M FM M M NFββ β′ ′′ ′ ′′ ′′∈β −  So M ′′  is a β -normal form of 
.

M
PC  Since ( . )M c x xx cλ′′ ≡   contains a type error in an arbitrary βδ -reduction 

 and hence in R  too, by Corollary 3.2, 
M

PC cstrategy  will also contain a type error 
in ,R  which means that .

M
PC A∉  

2. Now let us prove ( .A′∉  Hence by (3), Lemma 2.1 M5). We have that 
and Lemma 2.2, 

M
PC ≡ ) ( )

M M
C Zero M C M Mβ0 0( . ( )x Zero M x M M′ ′′ ′ ′′→  λ

0 .ZeroC M M TM M M NFβ β β β −′ ′′ ′ ′′ ′∈  So M ′  is a β -normal form of 
.

M
PC  Since (M c′ ≡ . )x x cλ  does not contain a type error in every βδ -reduct o  i n

 and strategy hence in R  too, according to Corollary 3.2, 
M

PC c  also will not 
contain any typ r in ,e erro R  which means that .

M
PC A∈  

The term P TermI∈  constructed by us either belongs to or does not belong 
to .A′  If ,P A′∈  then, by (4),  i.e. ,P A′∉,

P
PC A∉  which is not possible. If 

,P A′∉  then, by (5), ,
P

PC A∈  i.e. ,P A′∈  which is not possible either. We came 
to contradiction. Henc

Theorem 3.1 is proved. 
rithm that for input term 

e, such an algorithm does not exist.  

T h e o r e m  3 . 2 .  There is no algo M Term∈  returns 
yes, if M  doe  type error in certain s not contain βδ -reduction strategy and returns 
no, otherwise, i.e. when M  contains a type error in arbitrary βδ -reduction strategy. 

Proof. The proof differs from that of pr v o s theo A  e i u  rem in choice of set 
Aand in the proof of propositions (4) and (5). In this case { |M TermI Mc= ∈  does 

not contain a type error in certain βδ -reduction strategy}.  Now let us prove 
pro sition nd (5). 

. First let us prove (4). In t e way we can conclude, that 
po s (4) a

1 he sam M ′′  is a 
β -normal form of .

M
PC  Since ( . )M c x xx cλ′′ ≡  contains a type error very  in e

βδ -r oeduction strategy, by Cor llary 3.2, 
M

PC c
every 

 will also contain the type error in 

βδ -reduction strategy, which means that .PC A∉
M

ov
 

2. Now let us pr e (5). In the same way we can conclude that M ′  is a            
β -normal form of  Since ( . )M c x x cλ′ ≡  does not contain a type error in.

M
PC  
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every βδ -reduction strategy, by Corollary 3.2, 
M

PC c  also will not contain the 
type error in every βδ -reduction strategy, which means that .

M
PC A∈  

Theorem 3.2 is proved. 
T h e o r e m  3 . 3 .  There is no algorithm that for input term M Term∈  

returns yes, if M  does not contain a type error in arbitrary βδ -reduction strategy 
and returns no, otherwise, i.e. when M  contains the type error in certain          
βδ -reduction strategy. 

Proof. The proof differs from that of prev o re
set .

i m only in the choice of us theo
A  In this case { |A M TermI Mc= ∈  does not contain a type error in arbitrary 

βδ -reduction strategy}.  
Theorem 3.3 is proved. 
T h e o r e m  3 . 4 .  Let R  be some βδ -reduction strategy. There is no 

algorithm that for input term M Term∈  returns yes, if M  do t coes no ntain type 
error in R  and R  terminates on ,M  and returns no wise, i.e. when, other  M  
contains the type error in R  or R  does not terminate on .M  

Proof.  The proof differs from that of Theorem 3.1 in c ice of set ho A  and in 
proof of propositions (4) and (5). In this case { |A M TermI Mc= ∈  does not 
contain type error in R  and R  terminates n }. o M  Now let us prove propositions 
(4) an

rove (4). In the s
d (5). 
1. First let u ame way we can conclude that M ′′  is a  s p  

β -normal form of .
M

PC ( . )M c x xx′′ cλ≡  contains a type error in every  Since 

M
PC cβδ -r ollary 3.2, eduction strategy, by Cor  will also contain the ty  

every
pe error in

 βδ -reduction strategy and hence in R  , which means that .
M

PC A∉  
2. Now let us prove (5). In  same way we can conclude that 

too
the M ′  is a   

β -normal form of .
M

PC  Since ( . )M c x x cλ′ ≡  does not contain type error in eve  ry
βδ -reduction strategy, by Corollary 3.2, 

M
PC c  also will not contain type error in 

every βδ -reduction strategy and hence in R  too ng that . Thus, after showi R  
terminates on 

M
PC c .

M
APC, we can conclude that ∈  Since 

M
PC c  does not 

contain type error in every βδ -reduction strategy, only β -reductions will be done 
during work of arbitrary βδ -reduction strategy on term .

M
PC c  Let us forget that 

c  is a constant and think that c  is a variable of term just for a moment. In that case 
it is evident that 

M
PC c TermI∈  and c  is a β -normal form of ,PC c  because 

M

M c′ ≡  ( . ) .x x c cβλ →  By Theorem 2.1, PC c  is a strongly β -normalizable. 
M

Hence, any βδ -reduction strategy terminates on .
M

PC c  
Theorem 3.4 is proved. 
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